QSAR Classification of Beta-Secretase 1 Inhibitor Activity in Alzheimer's Disease Using Ensemble Machine Learning Algorithms
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Abstract

This study focuses on the development of a machine learning ensemble approach for the classification of Beta-Secretase 1 (BACE1) inhibitors in Quantitative Structure-Activity Relationship (QSAR) analysis. BACE1 is an enzyme linked to the production of amyloid beta peptide, a significant component of Alzheimer's disease plaques. The discovery of effective BACE1 inhibitors is difficult, but QSAR modeling offers a cost-effective alternative by predicting the activity of compounds based on their chemical structures. This study evaluates the performance of four machine learning models (Random Forest, AdaBoost, Gradient Boosting, and Extra Trees) in predicting BACE1 inhibitor activity. Random Forest achieved the highest performance, with a training accuracy of 98.65% and a testing accuracy of 82.53%. In addition, it exhibited superior precision, recall, and F1-score. Random Forest's superior performance was a result of its ability to capture a wide variety of patterns and its randomized ensemble approach. Overall, this study demonstrates the efficacy of ensemble machine learning models, specifically Random Forest, in predicting the activity of BACE1 inhibitors. The findings contribute to ongoing efforts in Alzheimer's disease drug discovery research by providing a cost-effective and efficient strategy for screening and prioritizing potential BACE1 inhibitors.

1. Introduction

Beta-Secretase 1 (BACE1) is a key enzyme involved in the production of amyloid beta peptide, which is a major component of the plaques found in the brains of individuals with Alzheimer's disease [1]. The development of BACE1 inhibitors has been a major focus in drug discovery research for the treatment of Alzheimer's disease. However, the discovery of effective BACE1 inhibitors is challenging due to the complex nature of the enzyme and the lack of reliable experimental data for many potential inhibitors [2, 3]. To overcome this challenge, researchers use Quantitative Structure-Activity Relationship (QSAR) modeling [4–6].

QSAR is a computational modeling technique that identifies connections between the chemical structure of a compound and its biological activity or other properties [7]. Based on these structural characteristics, it enables scientists to predict and comprehend the behavior and
improves most influential structural descriptors for BACE1 inhibition. By incorporating ensemble machine learning algorithms into Q SAR modeling, researchers can enhance the accuracy and reliability of predictions for potential BACE1 inhibitors [15].

In this study, an ensemble machine learning approach for the classification of BACE1 inhibitors in Q SAR analysis is proposed. In the approach, four ensemble machine learning models, namely AdaBoost, Extra Trees (ET), Gradient Boosting (GB), and Random Forest (RF) are utilized to assess their performance and effectiveness in the analysis. The performance of each model is compared individually to gain a clear understanding of their unique strengths, limitations, and suitability to classify the activity of BACE1 inhibitors.

2. Materials and Methods

2.1. Data Collection

In this study, a total of 10,551 chemical compounds that have been tested as inhibitors of BACE1 protein, along with their IC50 values, were collected from the ChEMBL database. The collected compounds were filtered to make sure that there were no duplicates. The number of compounds that remained after the filtering process was 7,298. Then, a class labeling process was performed, where chemical compounds with IC50 values < 1000 were grouped into the active class, or else they were grouped into the inactive class [16].

2.2. Molecular Descriptor Calculation

The molecular descriptor is a mathematical representation of the chemical and physical properties of a molecule. It is a quantitative value or set of values that are calculated based on the molecular structure of a compound and is used to characterize and compare molecules [17]. Molecular descriptors are used as features to construct a machine learning model. A total of 1661 2D molecular descriptors were successfully calculated using Mordred for each compound [18]. Molecular descriptors with low variance and those with multicollinearity > 0.95 were removed, resulting in a final number of 456 molecular descriptors for each compound.

2.3. Feature Selection

A large number of molecular descriptors can be irrelevant or redundant for the classification task, so it is necessary to employ a feature selection method. Feature selection is the process of selecting a subset of relevant features from the original set of features in order to improve the performance of machine learning models. Feature selection can help to reduce the dimensionality of the data and prevent overfitting, improve the interpretability of the model, and reduce the computational cost of training models [19, 20].

In this study, a genetic algorithm (GA) was used to select the most optimal molecular descriptor [21, 22]. To initiate the GA-based feature selection process, an initial population containing 50 random molecular descriptors subsets was generated. The GA then used crossover and mutation operations to create new combinations of features. Crossover occurred with a 90% probability between selected subsets, while mutation happened with a 5% probability for each subset. Independent probabilities were assigned to crossover and mutation to encourage exploration. The GA process ran for 200 generations, evaluating the fitness of each subset using accuracy through 10-fold cross-validation. The best subsets became parents for the next generation, ensuring the gradual replacement of weaker subsets. To prevent the GA from getting stuck, a stopping criterion was implemented. If the best subset remained unchanged for ten consecutive generations, the algorithm terminated, indicating convergence gene.

2.4. Ensemble Machine Learning Model

In this study, four ensemble machine learning models were used, namely AdaBoost, ET, GB, and RF. These
models were selected based on their high accuracy and robustness in handling complex data sets. The utilization of these four ensemble machine learning models allows for a comprehensively analysis their performance and determination of the most suitable approach to classify BACE1 inhibitors.

AdaBoost is an ensemble model that iteratively trains weak learners and adjusts the weights of misclassified samples to focus on difficult cases. Weak learners are combined to create a strong learner that makes accurate predictions [23]. GB is an ensemble model that builds a sequence of weak learners, such as decision trees, in a step-wise manner. Each subsequent learner is trained to correct the mistakes made by the previous ones, leading to a strong predictive model [24]. ET is an ensemble model similar to RF but with a higher level of randomness. It creates multiple decision trees using random splits and averages their predictions to make the final prediction [25]. RF is an ensemble model that combines multiple decision trees to make predictions. Each tree is trained on a random subset of the data, and the final prediction is determined by averaging the predictions of all trees [19].

2.5. Model Evaluation

A comprehensive performance evaluation was conducted using four metrics: accuracy, precision, recall, and F1-score, in order to assess the effectiveness of the proposed model. Accuracy measures the proportion of correctly classified instances out of the total number of instances, and is useful when the classes in the dataset are balanced, i.e., have an equal number of instances. Precision, on the other hand, measures the proportion of true positives out of all positive predictions. Recall measures the proportion of true positives out of all actual positives in the dataset. F1 score is a harmonic mean of precision and recall and is a more robust metric for imbalanced datasets. The equation used to calculate the metric can be seen in Equations 1, 2, 3, and 4, respectively [26].

\[
\text{Accuracy} = \frac{TP + FN}{FP + FN + TP + TN} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

\[
\text{Recall} = \frac{TP}{FN + TP} \quad (3)
\]

\[
F1 - \text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]

where TP is the number of true positive classifications, FN is the number of false negative classifications, FP is the number of false positive classifications, and TN is the number of true negative classifications.

3. Results and Discussions

The 16 most optimal molecular descriptors were selected from a total of 456 molecular descriptors using GA. These selected descriptors are listed in Table 1. It can be observed that the selected descriptors are organized into 12 groups and 4 classes based on their characteristics and properties. Among the selected molecular descriptors, the largest number of descriptors belongs to
Table 1. Most optimal molecular descriptors selected by GA.

<table>
<thead>
<tr>
<th>Descriptor Type</th>
<th>Descriptor Class</th>
<th>Definition</th>
<th>Descriptor Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atom Counts</td>
<td>Molecular Composition</td>
<td>Number of nitrogen (N) and oxygen (O) atoms in the molecule</td>
<td>nN, nO</td>
</tr>
<tr>
<td>Averaged Modified Burden</td>
<td>Topological</td>
<td>Average modified burden eigenvalues for specific atoms</td>
<td>AATS6dv,</td>
</tr>
<tr>
<td>Eigenvalues</td>
<td></td>
<td></td>
<td>AATS0v</td>
</tr>
<tr>
<td>Atom-type E-state indices</td>
<td>Topological</td>
<td>Atom-type E-state indices for specific atoms</td>
<td>ATSC5d</td>
</tr>
<tr>
<td>Geary Autocorrelation</td>
<td>Connectivity</td>
<td>Geary autocorrelation for specific atoms</td>
<td>GATS4Z,</td>
</tr>
<tr>
<td>CATS</td>
<td>Connectivity</td>
<td>CATS descriptor</td>
<td>GATS5v</td>
</tr>
<tr>
<td>X Contribution</td>
<td>Connectivity</td>
<td>X contribution descriptor</td>
<td>Xp-3dv</td>
</tr>
<tr>
<td>Atom-type Counts</td>
<td>Molecular Composition</td>
<td>Atom-type counts descriptors</td>
<td>NtsC, SsssC</td>
</tr>
<tr>
<td>Information Indices</td>
<td>Topological</td>
<td>Information indices descriptor</td>
<td>IC1</td>
</tr>
<tr>
<td>Partial Charges</td>
<td>Physicochemical Properties</td>
<td>Partial charges descriptor</td>
<td>PEOE_VSA3</td>
</tr>
<tr>
<td>SlogP/VSA</td>
<td>Physicochemical Properties</td>
<td>SlogP/VSA descriptor</td>
<td>SMR_VSA3</td>
</tr>
<tr>
<td>Ring Counts</td>
<td>Topological</td>
<td>Ring counts descriptor</td>
<td>n6ARing</td>
</tr>
<tr>
<td>Graph-based Indices</td>
<td>Topological</td>
<td>Graph-based indices descriptor</td>
<td>GGI7</td>
</tr>
</tbody>
</table>

Table 2. Performance of ensemble machine learning model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Testing</td>
<td>Training</td>
<td>Testing</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>77.34</td>
<td>76.64</td>
<td>76.53</td>
<td>77.34</td>
</tr>
<tr>
<td>Extra Trees</td>
<td>98.65</td>
<td>82.47</td>
<td>98.67</td>
<td>98.65</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>81.55</td>
<td>80.07</td>
<td>81.44</td>
<td>81.55</td>
</tr>
<tr>
<td>Random Forest</td>
<td>98.65</td>
<td>82.53</td>
<td>98.65</td>
<td>98.65</td>
</tr>
</tbody>
</table>

The topological descriptor class. This class includes descriptors such as Averaged Modified Burden Eigenvalues, Atom-type E-state indices, Geary Autocorrelation, Ring Counts, and Graph-based Indices. These descriptors provide insights into the connectivity, structure, autocorrelation, and graph-based properties of the molecules. In addition to the topological descriptor class, the GA selected descriptors from various other descriptor classes, such as physicochemical properties, molecular composition, and connectivity. The physicochemical properties descriptor class consists of two descriptors, namely Partial Charges and SlogP/VSA. These descriptors capture information about the distribution of partial charges within the molecule and provide insights into lipophilicity and molecular surface properties. The molecular composition descriptor class includes the Atom Counts descriptor, representing the number of nitrogen (N) and oxygen (O) atoms in the molecule. The connectivity descriptor class consists of the CATS and X Contribution descriptors, which provide information about specific connectivity patterns and the contribution of the X atom to overall molecular properties, respectively. The selected molecular descriptors are then used as features in ensemble machine learning model to capture the relationships between molecular characteristics and the BACE1 inhibitor activity.

To visualize the chemical space of the dataset, principal component analysis (PCA) was applied to 16 selected molecular descriptors. Figure 1 provides an overview of the relationships and similarities among the compounds in terms of their molecular descriptors. Compounds that are closer in the plot are considered more similar in their characteristics, while molecules that are farther apart exhibit greater dissimilarity. It can be seen that the compounds create a cluster that shares similar molecular descriptors. However, amidst these clusters, there are also compounds that stand out as outliers, positioned farther away from the main cluster. These outliers signify compounds with distinct chemical features or unique combinations of molecular descriptors that differentiate them from the majority of the dataset.

The dataset was divided into a training set and a testing set, with proportions of 80% and 20% respectively. The training set was used to train the ensemble machine learning models, while the testing set was used to evaluate their performance on unseen data. Table 2. presents an overview of the performance obtained from the ensemble machine learning model. The models'
accuracy, precision, recall, and F1 score are provided for both the training and testing set. The highest performance is achieved by the RF model. It attains an accuracy of 98.65% on the training set and 82.53% on the testing set. Moreover, it demonstrates a precision of 98.65% on the training set and 82.39% on the testing set. The recall scores for this model are 98.65% on the training set and 82.53% on the testing set. The F1 score is 98.64% on the training set and 82.37% on the testing set. The exceptional performance of the RF model can be attributed to its unique characteristics. RF constructs multiple decision trees using random subsets of features and random thresholds for splitting to introduce diversity among the individual trees and helps to reduce the correlation between them, making the model less prone to overfitting. It allows RF to capture a wide range of patterns and make robust predictions.

On the other hand, the model with the lowest performance is the AdaBoost. It achieves an accuracy of 85.30% on the training set and 82.33% on the testing set. The precision scores are 85.30% on the training set and 82.27% on the testing set. In terms of recall, it achieves 85.30% on the training set and 82.33% on the testing set. The F1 score is 85.03% on the training set and 82.02% on the testing set. The lower performance of the AdaBoost model could be attributed to various factors, such as the complexity of the weak learners or the difficulty of the dataset. It is possible that the model complexity was not properly controlled, leading to overfitting. Overfitting occurs when the model becomes too specialized to the training data and performs poorly on unseen data.

Table 3 shows the confusion matrix of each model. The confusion matrix provides a detailed breakdown of the performance of a classification model by showing the number of correct and incorrect predictions for each class. The ET model demonstrated remarkable success in accurately predicting the active class, with 802 compounds correctly classified and only 98 compounds misclassified. On the other hand, the RF model excelled in classifying the inactive class, achieving 409 correct predictions while making 151 incorrect predictions. This indicates that the RF model might have been particularly adept at identifying patterns associated with inactive compounds, leading to its success in classifying the inactive class.

The receiver operating characteristics (ROC) curves of each model can be seen in Figure 2. ROC curves are graphical representations that depict the performance of a binary classification model across various classification thresholds. The x-axis represents the false positive rate (FPR), while the y-axis represents the true positive rate (TPR), also known as sensitivity or recall. In these ROC curves, we can observe the area under the curve (AUC), which quantifies the overall performance of a model. A higher AUC score indicates better discrimination power and more accurate classification. The AUC scores of the AdaBoost, ET, GB, and RF model is 0.834, 0.871, 0.863,
and 0.887, respectively. This result shows the good performance of the RF model to capture complex patterns and achieve accurate classifications.

These results showed that the RF model outperforms the other models with the highest performance to classify BACE1 inhibitor activity, benefiting from its randomized ensemble approach and robust generalization. Conversely, the AdaBoost model, while still achieving reasonably high metrics, may suffer from overfitting due to its tendency to increase complexity during training.

4. Conclusions

This study proposes an ensemble machine learning approach for the classification of BACE1 inhibitors in QSAR analysis. The performance of the four ensemble models AdaBoost, ET, GB, and RF to predict the activity of BACE1 inhibitors were evaluated. The RF model outperformed the other three models, achieving an accuracy of 82.53% on the testing set. It demonstrated strong predictive abilities by effectively capturing a wide variety of patterns and minimizing the risk of overfitting. In contrast, the performance of the AdaBoost model was relatively inferior, possibly due to the complexity of the weak learners or the difficulty of the dataset. Additional parameter optimization and fine-tuning may be required to enhance the model's performance. The results of this study demonstrate the predictive accuracy of ensemble machine learning models, particularly the RF model to classify BACE1 inhibitors. The proposed method can aid in the identification of potential BACE1 inhibitors, potentially contributing to the establishment of Alzheimer's disease therapeutic interventions. Future work for this study involves parameter optimization and fine-tuning of the ensemble models to enhance their performance. By focusing on these aspects, it is possible to make adjustments that will lead to improved accuracy in classifying BACE1 inhibitors.
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