Interpretable Machine Learning for Chronic Kidney Disease Diagnosis: A Gaussian Processes Approach
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Abstract

Chronic Kidney Disease (CKD) is a global health issue impacting over 800 million people, characterized by a gradual loss of kidney function leading to severe complications. Traditional diagnostic methods, relying on laboratory tests and clinical assessments, have limitations in sensitivity and are prone to human error, particularly in the early stages of CKD. Recent advances in machine learning (ML) offer promising tools for disease diagnosis, but a lack of interpretability often hinders their adoption in clinical practice. Gaussian Processes (GP) provide a flexible ML model capable of delivering predictions and uncertainty estimates, essential for high-stakes medical applications. However, the integration of GP with interpretable methods remains underexplored. We developed an interpretable CKD classification model to address this knowledge gap by combining GP with Shapley Additive Explanations (SHAP). We assessed the model’s performance using three GP kernels (Radial Basis Function, Matern, and Rational Quadratic). The results show that the Rational Quadratic kernel outperforms the other kernels, achieving an accuracy of 98.75%, precision of 100%, sensitivity of 97.87%, specificity of 100%, and an F1-score of 98.51%. SHAP values indicate that haemoglobin and specific gravity are the most influential features. The results demonstrate that the Rational Quadratic kernel enhances predictive accuracy and provides robust uncertainty estimates and interpretable explanations. This combination of accuracy and interpretability supports clinicians in making informed decisions and improving patient management and outcomes in CKD. Our study connects advanced ML techniques with practical medical applications, leading to more effective and reliable ML-driven healthcare solutions.
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1. Introduction

Chronic Kidney Disease (CKD) is a global health issue that impacts millions of people worldwide, with over 800 million individuals affected, representing more than 10% of the general population [1]. CKD is characterized by a gradual loss of kidney function over time, which can lead to various complications, including cardiovascular disease, anemia, and bone disorders [2]. Early diagnosis and management of CKD are important to prevent disease progression and improve patient outcomes.

Traditionally, the diagnosis of CKD relies on laboratory tests, such as serum creatinine and estimated glomerular
filtration rate (eGFR), as well as clinical assessment by healthcare professionals [3, 4]. However, these methods have limitations, such as the lack of sensitivity in detecting early stages of CKD and the potential for human error in interpreting the results [5, 6]. Moreover, the traditional approach may not consider the complex interactions between various risk factors and biomarkers associated with CKD [7].

In recent years, machine learning (ML) has emerged as a promising tool for disease diagnosis and prediction [8–10]. ML algorithms can learn from large datasets and identify patterns that may not be apparent to human analysts [11]. ML models can provide accurate and personalized predictions for individual patients by training on diverse features, including demographic, clinical, and laboratory data. Some commonly used ML algorithms in healthcare include Support Vector Machines, Random Forests, and Artificial Neural Networks [12–14].

For instance, Qin et al. used six ML algorithms (logistic regression, random forest, support vector machine, k-nearest neighbor, naive Bayes classifier, and feedforward neural network) to predict CKD, achieving the best performance with an accuracy of 99.75% using random forest [15]. Similarly, Bai et al. employed five ML algorithms: logistic regression, naive Bayes, random forest, decision tree, and k-nearest neighbors. The performance of each model was compared to that of the Kidney Failure Risk Equation (KFRE). Three ML models, specifically logistic regression, naive Bayes, and random forest, demonstrated equivalent predictability and greater sensitivity than the KFRE, although the KFRE maintained the highest accuracy, specificity, and precision [16]. Rahman et al. used eight ensemble learning methods to predict CKD, employing an oversampling technique to address data imbalance and a feature selection technique. Their experimental results showed that the LightGBM method achieved the highest average accuracy (99.75%), precision (99.40%), recall (99.41%), F-measure (99.61%), and AUC-ROC (99.57%) [17]. Despite these advancements, many studies have primarily focused on model performance without providing interpretable explanations for their predictions.

One potential approach for disease diagnosis is Gaussian Processes (GP), a powerful and flexible model in ML [18]. GP is known for its ability to provide predictions and quantifiable uncertainty estimates. This characteristic is particularly valuable in the medical field, where understanding the confidence of a model's prediction can be as crucial as the prediction itself [19]. GP has demonstrated significant potential in various medical applications, including disease progression modeling and personalized treatment planning. Compared to other ML models, GPs offer the advantage of providing uncertainty measures, making them more reliable and interpretable for critical applications like healthcare.

Despite their advantages, the adoption of ML models in clinical practice is often limited by their perceived lack of interpretability [20, 21]. Clinicians require accurate predictions and insights into how these predictions are made. This necessity has fueled the rise of the interpretable ML approach, which aims to make the decision-making processes of ML models transparent and understandable to human users. One popular method for interpreting ML models is Shapley Additive Explanations (SHAP), which assigns importance values to each feature based on its contribution to the model's output [22]. SHAP has been successfully applied in various healthcare domains, including lung cancer diagnosis [23], blood glucose prediction in diabetes [24], and heart failure prediction [25].

This study aims to develop a novel framework using GP for CKD classification to enhance predictive accuracy and provide robust uncertainty estimates. It addresses the need for model interpretability by integrating SHAP, allowing clinicians to understand and trust the model's predictions. Furthermore, it bridges the gap between advanced ML techniques and practical medical applications by demonstrating the synergistic application of GP and SHAP to create interpretable and reliable diagnostic tools. This study seeks to pave the way for more effective and trustworthy ML-driven healthcare solutions by improving the performance and transparency of CKD classification models.

This study contributes to CKD diagnosis and ML in healthcare in several ways. Firstly, it introduces a novel framework that leverages GP for CKD classification, enhancing predictive accuracy and providing robust uncertainty estimates crucial for clinical decision-making. Secondly, it addresses the critical need for model interpretability by integrating SHAP, enabling clinicians to understand and trust the model's predictions. Additionally, this research bridges the gap between advanced ML techniques and practical medical applications, demonstrating how GPs and SHAP can be synergistically applied to create interpretable and reliable diagnostic tools. This study paves the way for more effective and trustworthy ML-driven healthcare solutions by improving the performance and transparency of CKD classification models.
Following imputation and encoding, we partition the dataset into training and testing sets, allocating 80% of the data for training and reserving the remaining 20% for testing. This train-test split enables us to assess the performance of our models on unseen data, providing valuable insights into their generalization capabilities. Finally, we standardize the features by removing the mean and scaling to unit variance to mitigate the impact of varying feature scales on model performance. Standardization ensures that all features have comparable scales, enhancing ML algorithms’ stability and convergence. By executing these preprocessing steps, we improve the quality and suitability of the dataset for subsequent model training and evaluation [28].

2.3. Gaussian Processes

GP is a powerful and flexible ML approach for regression and classification tasks [29]. A GP is a collection of random variables, any finite number with a joint Gaussian distribution. It provides a probabilistic framework to model uncertainty in predictions, making it particularly suitable for medical applications where understanding prediction confidence is crucial [30]. GPs offer several advantages, including probabilistic predictions, kernel flexibility, and a non-parametric nature. Additionally, GPs can model various functions through different kernel functions, allowing for great flexibility in capturing data patterns. Their non-parametric nature means that GPs do not assume a fixed

Table 1. Features included in the dataset.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Numerical</td>
<td>Age in years</td>
</tr>
<tr>
<td>Blood Pressure</td>
<td>Numerical</td>
<td>Blood pressure in mm/Hg</td>
</tr>
<tr>
<td>Specific Gravity</td>
<td>Categorical</td>
<td>Specific gravity - (1.005, 1.010, 1.015, 1.020, 1.025)</td>
</tr>
<tr>
<td>Albumin</td>
<td>Categorical</td>
<td>Albumin - (0, 1, 2, 3, 4, 5)</td>
</tr>
<tr>
<td>Sugar</td>
<td>Categorical</td>
<td>Sugar - (0, 1, 2, 3, 4, 5)</td>
</tr>
<tr>
<td>Red Blood Cells</td>
<td>Categorical</td>
<td>Red blood cells - (normal, abnormal)</td>
</tr>
<tr>
<td>Pus Cell</td>
<td>Categorical</td>
<td>Pus cell - (normal, abnormal)</td>
</tr>
<tr>
<td>Pus Cell Clumps</td>
<td>Categorical</td>
<td>Pus cell clumps - (present, not present)</td>
</tr>
<tr>
<td>Bacteria</td>
<td>Categorical</td>
<td>Bacteria - (present, not present)</td>
</tr>
<tr>
<td>Blood Glucose Random</td>
<td>Numerical</td>
<td>Blood glucose random in mg/dl</td>
</tr>
<tr>
<td>Blood Urea</td>
<td>Numerical</td>
<td>Blood urea in mg/dl</td>
</tr>
<tr>
<td>Serum Creatinine</td>
<td>Numerical</td>
<td>Serum creatinine in mg/dl</td>
</tr>
<tr>
<td>Sodium</td>
<td>Numerical</td>
<td>Sodium in mEq/L</td>
</tr>
<tr>
<td>Potassium</td>
<td>Numerical</td>
<td>Potassium in mEq/L</td>
</tr>
<tr>
<td>Haemoglobin</td>
<td>Numerical</td>
<td>Haemoglobin in gms</td>
</tr>
<tr>
<td>Packed Cell Volume</td>
<td>Numerical</td>
<td>Packed cell volume</td>
</tr>
<tr>
<td>White Blood Cell Count</td>
<td>Numerical</td>
<td>White blood cell count in cells/cumm</td>
</tr>
<tr>
<td>Red Blood Cell Count</td>
<td>Numerical</td>
<td>Red blood cell count in millions/cm</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Categorical</td>
<td>Hypertension - (yes, no)</td>
</tr>
<tr>
<td>Diabetes Mellitus</td>
<td>Categorical</td>
<td>Diabetes Mellitus - (yes, no)</td>
</tr>
<tr>
<td>Coronary Artery Disease</td>
<td>Categorical</td>
<td>Coronary artery disease - (yes, no)</td>
</tr>
<tr>
<td>Appetite</td>
<td>Categorical</td>
<td>Appetite - (good, poor)</td>
</tr>
<tr>
<td>Pedal Edema</td>
<td>Categorical</td>
<td>Pedal edema - (yes, no)</td>
</tr>
<tr>
<td>Anemia</td>
<td>Categorical</td>
<td>Anemia - (yes, no)</td>
</tr>
</tbody>
</table>

2. Materials and Methods

2.1. Dataset

The dataset utilized in this study was sourced from the University of California Irvine (UCI) ML Repository [26]. This dataset comprises 400 instances with 24 features. Among these features, 11 are numerical, while 13 are categorical. The primary objective of this dataset is binary classification, aimed at determining whether a patient exhibits CKD or not. The specifics of the features within this dataset are presented in Table 1.

2.2. Data Preprocessing

Given that the dataset contains missing values, we use median imputation for numerical features and mode imputation for categorical features. We chose these methods because median imputation is robust to outliers, providing a central tendency measure less affected by extreme values. In contrast, mode imputation is suitable for categorical data as it preserves the most frequent category. This strategy ensures that missing values are replaced with representative statistics, maintaining the integrity of the dataset. Subsequently, we apply label encoding to prepare categorical features for ML algorithms, assigning unique numerical labels to each category [27]. This transformation facilitates the processing of categorical data, enabling algorithms to effectively interpret and utilize these features during model training.

2.3. Gaussian Processes

GP is a powerful and flexible ML approach for regression and classification tasks [29]. A GP is a collection of random variables, any finite number with a joint Gaussian distribution. It provides a probabilistic framework to model uncertainty in predictions, making it particularly suitable for medical applications where understanding prediction confidence is crucial [30]. GPs offer several advantages, including probabilistic predictions, kernel flexibility, and a non-parametric nature. Additionally, GPs can model various functions through different kernel functions, allowing for great flexibility in capturing data patterns. Their non-parametric nature means that GPs do not assume a fixed
form for the underlying function, making them highly adaptable to various data types.

In this study, we employ three kernel functions to assess the performance of GP for CKD classification: Radial Basis Function (RBF), Matern, and Rational Quadratic kernels. The RBF kernel, also known as the Gaussian kernel, is widely used for its simplicity and effectiveness. It defines similarity based on the distance between points in the input space, where points closer in the input space have higher similarity. The Matern kernel is a generalization of the RBF kernel and offers greater flexibility by adjusting its smoothness parameter. It is beneficial when the modeled function is expected to be less smooth. The Rational Quadratic kernel can be seen as a scale mixture of RBF kernels of different lengths and is particularly effective in scenarios where the function being modeled has varying smoothness.

2.4. Shapley Additive Explanations (SHAP)

SHAP utilizes cooperative game theory to interpret the contributions of individual features in ML models, providing a method to quantify how each feature impacts the model's prediction. In our study, we calculate SHAP values to interpret the GP model used for classifying CKD [22]. The process begins with the trained GP model, which has learned to predict CKD based on a set of features from the training dataset. We first generate predictions for the test set to calculate the SHAP values. For each prediction, we simulate the inclusion of each feature individually from a baseline that represents the absence of all features. This simulation helps understand each feature's incremental impact on the model's output [24].

We then calculate the marginal contribution of each feature by comparing the prediction with the feature to the prediction without the feature across all possible combinations of other features present in the data. This requires computing the difference in the model's output with and without each feature, averaged over all permutations of the dataset. This extensive computation accounts for interactions among features, ensuring each feature's contribution is evaluated in various contexts.

The SHAP value for each feature is the average of these differences, reflecting the feature's overall contribution to the prediction outcome [31]. Positive SHAP values indicate that the feature's presence increases the likelihood of the outcome, while negative values suggest a decrease. For instance, a positive SHAP value for haemoglobin indicates that higher haemoglobin levels are associated with an increased likelihood of CKD, providing clinical insights into the most influential features in diagnosing the disease.

2.5. Performance Evaluation

To assess the effectiveness of our model, we employ five key performance metrics: accuracy, precision, sensitivity, specificy, and F1-score [32]. Each metric provides a unique perspective on the model's capabilities and helps us understand its strengths and weaknesses in predicting CKD.

Accuracy is the proportion of correct predictions made by a model. Precision assesses the accuracy of positive predictions, indicating the share of correctly identified positive cases. Sensitivity, or the true positive rate, gauges how well the model identifies actual positive cases, which is crucial for clinical effectiveness. Specificity measures the ability to identify negatives, which is important for reducing false positives. The F1-score is a harmonic mean of precision and sensitivity, balancing correct identification of positives with avoiding false positives, useful in uneven class distributions. During our evaluation, these metrics are calculated based on the outcomes predicted by the model versus the actual labels in the test dataset, which has been set aside from the main dataset during the preprocessing phase. The equation for these four metrics is presented in Equations 1, 2, 3, 4, and 5, respectively [33].

\[
\text{Accuracy} = \frac{TP + FN}{TP + FN + TP + TN} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

\[
\text{Sensitivity} = \frac{TP}{FN + TP} \quad (3)
\]

\[
\text{Specificity} = \frac{TN}{FP + TN} \quad (4)
\]

\[
F1 - \text{Score} = 2 \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (5)
\]

In these equations, TP represents the number of true positives, FN denotes the number of false negatives, FP indicates the number of false positives, and TN refers to true negatives.
Table 2. Performance metrics of different kernel functions in the GP model.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>F1-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF</td>
<td>97.50</td>
<td>100.00</td>
<td>95.74</td>
<td>100.00</td>
<td>97.83</td>
</tr>
<tr>
<td>Matern</td>
<td>97.50</td>
<td>100.00</td>
<td>95.74</td>
<td>100.00</td>
<td>97.83</td>
</tr>
<tr>
<td>Rational Quadratic</td>
<td>98.75</td>
<td>100.00</td>
<td>97.87</td>
<td>100.00</td>
<td>98.51</td>
</tr>
</tbody>
</table>

Figure 1. Confusion matrix of different kernel functions in the GP model, (a) RBF, (b) matern, and (c) rational quadratic.

3. Results and Discussion

3.1. Model Performance Evaluation

The performance of the GP model for CKD classification was evaluated using three kernel functions: RBF, Matern, and Rational Quadratic. As shown in Table 2, the Rational Quadratic kernel outperformed the other kernels, achieving an accuracy of 98.75%, higher than the 97.50% accuracy of both the RBF and Matern kernels. Precision for all kernels was 100%, indicating the model's reliability in identifying positive cases without false positives. Sensitivity was 95.74% for the RBF and Matern kernels and 97.87% for the Rational Quadratic kernel, reducing the risk of missed CKD patients. Specificity was perfect at 100% for all three kernels, ensuring accurate classification of non-CKD individuals. The F1-score was highest for the Rational Quadratic kernel at 98.51%, compared to 97.83% for the RBF and Matern kernels, indicating a better overall balance between precision and sensitivity.

The confusion matrix in Figure 1 further illustrates the performance of each kernel. The Rational Quadratic kernel correctly classified 46 out of 47 CKD cases, with only one false negative, while accurately identifying all 33 non-CKD cases. In comparison, the RBF and Matern kernels correctly classified 45 CKD cases with two false negatives, and all 33 non-CKD cases were accurately identified. These results align with the earlier performance metrics, confirming that the Rational Quadratic kernel provides the highest sensitivity and accuracy for CKD classification. The consistency in
specification across all models reinforces their ability to reliably identify non-CRKD individuals, ensuring robust diagnostic performance.

Figure 2 shows the distribution of predicted probabilities from a model distinguishing between CKD and non-CKD cases. The figure shows that the predicted probabilities for actual CKD cases cluster towards the higher end (around 0.8 to 1.0), indicating that the model correctly identifies most CKD cases with high confidence. Conversely, the predicted probabilities for actual non-CKD cases are mostly concentrated towards the lower end (around 0.1 to 0.4), showing that the model also successfully identifies most non-CKD cases with lower predicted probabilities.

3.2. Feature Importance and Interpretability

Figure 3 illustrates the SHAP values for the top features influencing the GP model’s predictions for CKD classification. The bar plot highlights the importance of various features, with haemoglobin and specific gravity emerging as the most significant, each contributing a mean SHAP value of +0.09. Packed cell volume and hypertension follow, with SHAP values of +0.06 and +0.05, respectively. Other notable features include diabetes mellitus and blood glucose random, each contributing +0.03, while red blood cell count, albumin, serum creatinine, and blood urea each add +0.02. The cumulative impact of the remaining 14 features is represented by a mean SHAP value of +0.1. This visualization underscores the relative importance of these features in predicting CKD, providing clinicians with insights into the key factors driving the model’s decisions.

Figure 4 presents a SHAP beeswarm plot, which differs from the bar plot in Figure 3 by providing a more detailed view of the distribution of SHAP values across individual predictions. Each dot in the beeswarm plot represents a single instance in the dataset, with the position on the x
Figure 4. Beeswarm plot of SHAP values highlighting feature impact on individual predictions.

axis indicating the SHAP value's impact on the model output. The dots' colors represent the feature values, with red indicating high values and blue indicating low values.

In contrast to the summary provided by the bar plot which shows the mean SHAP values for the top features, the beeswarm plot offers a granular view, showing how the impact of each feature varies across different instances. For instance, haemoglobin and specific gravity, which had the highest mean SHAP values in Figure 3, show a wide range of SHAP values in Figure 4, indicating varying levels of impact on different predictions. This plot also reveals that features like packed cell volume and hypertension have significant impacts in many instances, with high values (in red) generally pushing the prediction toward CKD and low values (in blue) pushing it away.

Applying SHAP values provides a transparent interpretation of the model's predictions, highlighting the most influential features such as haemoglobin, specific gravity, packed cell volume, and hypertension. This interpretability is crucial in the medical field, where understanding the underlying reasons for a diagnosis can significantly enhance clinician trust and facilitate better patient management. The detailed insights from the SHAP values enable healthcare professionals to pinpoint key risk factors and biomarkers, aiding in the early detection and personalized treatment of CKD.

3.3. Practical Implication

The integration of GP with SHAP for CKD diagnosis offers several practical benefits. First, the Rational Quadratic kernel is very accurate and sensitive, which means it can, most of the time, diagnose CKD correctly. This reduces the chances of missing a diagnosis and ensures patients get the right care quickly. Second, SHAP values make the model's predictions easy to understand. Doctors can see what factors influenced the diagnosis, helping them make informed choices and create personalized treatment plans for each patient.

Clear explanations of diagnoses also improve communication between patients and doctors. When patients understand why they were diagnosed and their treatment plan, they are more likely to trust their doctors and take an active role in their care. This leads to a better relationship between patients and doctors, which is important for effective healthcare.

In addition, diagnosing CKD early and accurately can help medical resources be used more efficiently. Finding the disease early allows doctors to take steps to slow its progression and prevent complications. This proactive approach can reduce the long-term strain on the healthcare system by decreasing the need for extensive treatments and hospital stays associated with advanced CKD.

Overall, combining GP with SHAP improves diagnostic accuracy and interpretability, leading to better patient outcomes, more efficient healthcare delivery, and better resource use. This approach shows how advanced ML techniques can effectively tackle important challenges in healthcare.

3.4. Limitations and Future Directions

Despite the promising results, this study has several limitations. The dataset comprises only 400 instances, which may limit the generalizability of the findings. A larger and more diverse dataset would provide a more robust evaluation of the model's performance. While the SHAP values offer insights into feature importance, selecting features was based on existing clinical
knowledge. Future studies could explore including additional features or using automated feature selection methods to enhance model performance. Moreover, GP can be computationally intensive, particularly with larger datasets. This complexity may limit their practical application in real-time clinical settings without adequate computational resources.

Several future directions are proposed to address these limitations and further advance the field. Future research should validate the findings using larger, multi-center datasets that capture a wider range of patient demographics and clinical conditions. This would improve the model’s robustness and generalizability. Developing efficient algorithms and leveraging high-performance computing resources could facilitate the real-time application of GP in clinical settings. Integrating the GP model with EHR systems could automate the diagnosis process, providing clinicians with immediate, interpretable insights during patient consultations. Conducting prospective clinical trials to evaluate the model’s performance in real-world clinical settings would provide valuable evidence of its effectiveness and practical utility. Additionally, combining GP with other ML techniques, such as deep learning, could enhance predictive accuracy and model interpretability.

4. Conclusion

This study highlights the potential of using GP combined with SHAP to diagnose CKD. The Rational Quadratic kernel emerged as the most effective, delivering high accuracy, precision, sensitivity, and specificity. This kernel’s superior performance underscores its ability to capture complex patterns within the CKD dataset, offering reliable diagnostic capabilities. Integrating SHAP with the GP model adds a significant layer of interpretability, which is crucial for medical applications. By providing transparent insights into feature importance, SHAP enables clinicians to understand the underlying factors driving the model’s predictions. This interpretability enhances trust in the model, supports informed decision-making, and facilitates personalized patient management. Despite the promising results, the study acknowledges several limitations, including the relatively small dataset size and the computational intensity of GP. Addressing these limitations through future research involving larger, diverse datasets and efficient computational strategies will be essential. Additionally, real-world validation through clinical trials and integration of the model with electronic health record systems will further solidify its practical utility.
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