Cardiovascular Disease Prediction Using Gradient Boosting Classifier
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Abstract

Cardiovascular Disease (CVD), a prevalent global health concern involving heart and blood vessel disorders, prompts this research's focus on accurate prediction. This study explores the predictive capabilities of the Gradient Boosting Classifier (GBC) in cardiovascular disease across two datasets. Through meticulous data collection, preprocessing, and GBC classification, the study achieves a noteworthy accuracy of 97.63%, underscoring the GBC's effectiveness in accurate CVD detection. The robust performance of the GBC, evidenced by high accuracy, highlights its adaptability to diverse datasets and signifies its potential as a valuable tool for early identification of cardiovascular diseases. These findings provide valuable insights into the application of machine learning methodologies, particularly the GBC, in advancing the accuracy of CVD prediction, with implications for proactive healthcare interventions and improved patient outcomes.
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1. Introduction

Cardiovascular disease, commonly known as heart disease, stands as the predominant global cause of mortality [1, 2]. Recent findings from the World Heart Federation indicate that CVD is responsible for one in four deaths [3]. Projections from the World Health Organization (WHO) estimate that heart failure and stroke will contribute significantly to the anticipated 25 million CVD-related deaths by 2030 [4]. Mitigating CVD's impact is challenging due to its irreversible nature, emphasizing the crucial role of early prevention [5]. The complexity of CVD diagnosis arises from various risk factors, including high cholesterol, high blood pressure, smoking, diabetes, and obesity [6]. Researchers have explored diverse methods for detecting CVD, reflecting the urgency in developing effective predictive models.

Within healthcare monitoring, cardiac health monitoring holds paramount importance [7]. A predictive system for heart disease aids medical practitioners in making informed decisions about their patients' cardiac health [8]. Anomalies such as improper signal conduction or irregular heart rhythms, known as arrhythmias, can have severe consequences, including fatality. The intricate nature of assessing heart alignment may lead to oversights by medical experts. In this context, a machine learning-based approach for heart alignment prediction becomes instrumental, offering a potential solution to enhance the precision of cardiac assessments and improve patient outcomes [9].
In recent studies on cardiovascular disease prediction, notable contributions have been made by various researchers employing diverse methodologies and GBC has been proved to be useful in classifying medical data [10–14]. Geweid et al. advanced the field by constructing identification procedures for cardiovascular diseases using an improved Support Vector Machine (SVM)-based duality optimization approach. Despite the progress, existing prediction algorithms for cardiovascular diseases exhibit limitations in forecast accuracy and computational efficiency [5]. Javid addressed this challenge by combining different classifiers with a voting-based model, resulting in enhanced accuracy for heart disease identification, as demonstrated on the UCI Heart Disease dataset [15].

Furthermore, researchers such as Chen et al. proposed a prediction method based on physical investigation markers, utilizing clinical valuation signals to classify patients with hypertension. Employing Extreme Gradient Boosting (XGBoost), they aimed to accurately predict patient outcomes by isolating crucial components through recursive feature removal and cross-validation [16]. The ensemble technique developed by Latha and Jeeva stands out for its commitment to improving prediction accuracy through bagging and boosting strategies. They aggregated classifiers from various algorithms, including Naive Bayes, Bayes Net, C 4.5, Multilayer Perceptron, PART, and Random Forest, creating a hybrid model that achieved an accuracy of 85.48 percent for heart disease risk identification [17].

Amin et al. undertook an approach that involved combining various variables in their model to forecast cardiovascular disease. Using datasets from the Cleveland database available in the UCI machine learning repository, they implemented a range of classification models, including Decision Tree, Logistic Regression, Support Vector Machine, Neural Network, Vote, Naive Bayes, and k-NN. Their findings indicated a prediction accuracy of 87.4% for heart illness [18]. Meanwhile, U. Haq et al. introduced a novel method for recognizing heart disease by integrating feature selection and classification algorithms. Leveraging a sequential reverse feature selection algorithm and the K-Nearest Neighbors (KNN) classification model, their approach demonstrated remarkable accuracy, providing an innovative avenue for improved disease recognition [19].

This study aims to improve the accuracy of cardiovascular disease prediction using the Gradient Boosting Classifier machine learning method. By applying GBC, we seek to enhance the precision of identifying individuals at risk of CVD. Additionally, we aim to compare the performance of GBC across datasets to assess its generalizability. This research contributes insights into the potential of machine learning, particularly GBC, in early CVD detection, supporting proactive healthcare interventions and reducing CVD-related morbidity and mortality.

2. Materials and Methods

This study employs the Gradient Boosting Classifier for cardiovascular disease prediction. The method involves data collection, cleaning, GBC classification, and model evaluation using metrics like accuracy, recall, precision, and F1-score. Two datasets undergo preprocessing, and GBC, known for handling non-linear relationships, is chosen for its effectiveness with complex medical data. The goal is to provide a concise and accurate prediction of CVD, contributing insights to cardiovascular health using machine learning.

2.1. Data Collection

This study employs two distinct datasets for binary classification tasks in cardiovascular disease prediction. The Heart Disease dataset, obtained from the University of California Irvine (UCI) machine learning repository, comprises 1025 instances. Additionally, the Cardiovascular Disease dataset, obtained from the reference [20], consists of 70000 instances. Table 1 provides detailed information on the datasets, including their sources, instance counts, and feature dimensions.

Established in 1988, Dataset 1 incorporates four databases: Cleveland, Hungary, Switzerland, and Long Beach V. Initially encompassing 76 attributes, including the predicted attribute. However, all published experiments, including the current study, focus on utilizing a subset of 14 attributes. The datasets used in this study focus on predicting cardiovascular disease with a binary classification setup. Regarding the target variable indicating the presence of cardiovascular disease, Dataset 1 has 526 samples for "no_cardio" and 499 samples for "cardio." Meanwhile, Dataset 2 consists of 35021 samples for "no_cardio" and 34979 samples for "cardio." Dataset 1 consist of 13 features per instance whereas dataset 2 characterized by 12 features. The specifics of these features, including their data types, can be found in Table 2.

2.2. Gradient Boosting Classifier

Gradient Boosting Classifier is a powerful method employed in the development of classification and regression models, specifically optimized for learning processes in models that exhibit non-linear characteristics [21]. Frequently associated with decision or regression trees, this technique builds a series of weak
The effectiveness of GBC method in healthcare is notably pronounced due to its ability to handle complex and intricate patterns within medical datasets. In the context of predicting cardiovascular disease, GBC excels in capturing non-linear relationships among various health indicators, contributing to more accurate and reliable predictions. The sequential construction of ensembles, rectifying errors made by prior models, enhances the model's adaptability to diverse medical scenarios. Moreover, GBC's success in surpassing other machine learning algorithms in healthcare data challenges underscores its versatility and robustness [25]. Its proficiency has been demonstrated in various medical applications, showcasing its potential for tasks such as disease prediction, diagnosis, and patient risk assessment [26].

2.3. Evaluation of the Model

In evaluating the Gradient Boosting Classifier's performance in the classification of cardiovascular disease, a comprehensive set of performance metrics was employed. These metrics, including accuracy, recall, precision, and the F1 score, collectively provided a nuanced understanding of the classifier's effectiveness [22, 27]. Accuracy, measuring overall correctness in classifications, revealed the model's general predictive capacity. Concurrently, recall demonstrated GBC's proficiency in correctly identifying true positive cases, a crucial aspect in healthcare applications where accurately identifying instances of cardiovascular disease is paramount. Precision, assessing the classifier's ability to minimize false positives, ensured that the predictions were not dominated by false alarms. Furthermore, the F1 score, balancing precision and recall, furnished a comprehensive evaluation of the GBC's performance, particularly crucial in a medical context where both sensitivity and specificity are crucial for reliable predictions [28, 29].

3. Results and Discussion

The experimental setup for this study involved a comparative analysis between the Gradient Boosting Classifier and several classic machine learning algorithms, including Linear Discriminant Analysis (LDA), K Nearest Neighbors (KNN), Support Vector Machines (SVM), and Naive Bayes (NB). This comparison aimed to discern the relative performance of the Gradient Boosting Classifier in the context of cardiovascular disease prediction. To ensure robust and unbiased evaluations, the k-fold cross-validation resampling approach was adopted, with ‘k’ set to 10. This choice of the k-fold cross-validation method, a widely accepted practice in machine learning research, aimed at mitigating bias in the prediction model by iteratively
The GBC model excels in predicting cardiovascular disease when compared to traditional machine learning algorithms, showcasing its superiority in both datasets. In Dataset 1, GBC achieves an unparalleled accuracy of 0.9763, outperforming SVM (0.6224), Naive Bayes (0.8187), Linear Discriminant Analysis (0.8215), and K Neighbors Classifier (0.6959). GBC's remarkable recall of 0.9861, precision of 0.9771, and F1-Score of 0.9711 outperform other algorithms in Dataset 1, significantly surpassing SVM (0.6224), Naive Bayes (0.5537), Linear Discriminant Analysis (0.6478), and K Neighbors Classifier (0.5567). While GBC's accuracy slightly decreases compared to Dataset 1, it maintains a considerable lead over alternative methods. GBC's recall of 0.6954, precision of 0.6143, and F1-Score of 0.7249 underline its balanced performance in identifying true positive cases and minimizing false positives, outpacing other algorithms in the context of cardiovascular disease prediction. The detailed results for Dataset 2 are presented in Table 4.

In dataset 1, the GBC exhibits an exceptional Area Under the Curve (AUC) value of 0.9861, reflecting its superior discriminative ability. This signifies the model's capacity to effectively distinguish between individuals with and without cardiovascular disease, validating its robust performance. In dataset 2, the GBC maintains a commendable AUC of 0.8024, indicating strong discriminatory power in a different dataset context. While slightly lower than dataset 1 as presented in table 2 and 3, this AUC value reinforces the GBC's effectiveness in accurately predicting cardiovascular disease across diverse datasets.

Comparatively, GBC's consistently superior performance across both datasets underscores its efficacy in addressing the complexities of cardiovascular health prediction. Its ensemble-based learning, which incrementally corrects errors in previous models, proves advantageous in capturing intricate relationships within the data. While other algorithms demonstrate respectable performances, GBC's comprehensive accuracy, recall, and precision metrics establish it as a reliable and promising tool for healthcare analytics. Further refinements and investigations into GBC's parameters could potentially enhance its utility, making it an even more potent asset for accurate cardiovascular disease prediction.
The confusion matrix encapsulates the classification performance of the predictive model, offering a nuanced breakdown of its outcomes as presented in Table 5. For Dataset 1, the matrix reveals 93 instances correctly identified as positive (True Positives), emphasizing the model's ability to accurately recognize cases of cardiovascular disease. Simultaneously, it correctly identifies 107 instances as negative (True Negatives), demonstrating proficiency in recognizing non-cardiovascular cases. However, the model exhibits a minor tendency towards false positives, marking 2 cases as positive when they are not (False Positives), and 3 false negatives, failing to identify positive instances. This comprehensive breakdown underscores the model's strengths and areas for improvement, crucial for refining its predictive capabilities.

In the case of Dataset 2, the confusion matrix portrays a more extensive evaluation of the model's performance. The model excels in identifying positive instances, with 5513 True Positives, showcasing its robustness in correctly classifying cases of cardiovascular disease. It also accurately identifies 4848 cases as negative (True Negatives), demonstrating its proficiency in recognizing instances without cardiovascular disease. However, the model encounters challenges, as indicated by 1597 False Positives, signifying instances incorrectly classified as positive, and 2042 False Negatives, depicting instances where the model failed to identify positive cases. This intricate analysis enables a thorough understanding of the model's strengths and limitations, providing essential insights for potential enhancements in predictive accuracy.

The feature importance results for Dataset 1 and Dataset 2, as determined by the GBC method, are visually presented in Figure 1 and Figure 2, respectively. For Dataset 1, the feature importance analysis reveals that "Chest_pain_type" holds the highest importance with a weight of 0.2835. This indicates that this feature significantly influences the GBC model's decision-making process in predicting cardiovascular disease. Following closely is "Major_vessel" with a feature importance of 0.1599, underscoring its substantial contribution to the model's predictive power. Additionally, “Thal” and “Oldpeak” exhibit importance values of 0.1287 and 0.1030, respectively, emphasizing their roles in the model's decision hierarchy. This insight into feature importance not only aids in understanding the key contributors to the model's predictions but also provides valuable information for potential feature selection strategies or domain-specific investigations.

In the case of Dataset 2, the GBC method assigns the highest importance to "Systolic_blood_pressure" with a significant weight of 0.7297. This underscores the critical
role of systolic blood pressure in predicting cardiovascular disease within this dataset. Following in importance are "Age" with 0.1318, "Cholesterol" with 0.0776, and "Diastolic_blood_pressure" with 0.0258. These feature importance values shed light on the relative influence of each variable in the model's decision process. Understanding these important weights is instrumental in comprehending the factors driving the predictive accuracy of the GBC model in Dataset 2, providing valuable insights for healthcare professionals and researchers alike.

The identified importance of specific features in the context of cardiovascular disease prediction aligns with well-established medical knowledge. In dataset 1, the feature "Chest_pain_type" emerges as crucial, resonating with the recognized diagnostic significance of chest pain in cardiovascular assessments. Additionally, the prominence of "Major_vessel" and "Thal" features corresponds to their established roles in cardiovascular health indicators. This alignment reinforces the clinical relevance of the Gradient Boosting Classifier's findings, showcasing its ability to discern features deeply rooted in medical understanding. In dataset 2, the elevated importance of "Systolic_blood_pressure" echoes its well-documented significance as a key contributor to hypertension, a prominent cardiovascular risk factor. This direct linkage between identified important features and established medical insights enhances the interpretability and practical applicability of the model, reinforcing its potential as a valuable tool in cardiovascular health assessments.

While the GBC method has demonstrated remarkable efficacy in predicting cardiovascular disease, certain limitations and avenues for future exploration exist. One limitation lies in the interpretability of the model's decisions, as the ensemble-based nature of GBC makes it inherently complex. Understanding the reasoning behind each prediction can be challenging, hindering the model's interpretability in clinical settings. Additionally, the method's performance may vary across diverse demographic groups or datasets, emphasizing the importance of robust validation across different populations. Future research directions could involve exploring explainability techniques to enhance the interpretability of GBC, investigating the model's generalizability across diverse populations, and further refining hyperparameter tuning strategies to optimize its performance in real-world healthcare scenarios. Addressing these limitations and delving into these research directions will contribute to the continued evolution and applicability of the GBC method in cardiovascular disease prediction.

4. Conclusions

This study highlights the effectiveness of the Gradient Boosting Classifier in accurately predicting cardiovascular disease. The achieved high accuracy, precision, recall, and F1-score underscore the potential of GBC as a valuable tool in the early detection and classification of CVD. The comparison across two distinct datasets further emphasizes the robustness and generalizability of the GBC method, providing valuable insights for future applications in diverse medical contexts. The study's findings contribute to the growing body of knowledge on machine learning applications in healthcare, particularly in enhancing the predictive capabilities for cardiovascular health. However, limitations include the reliance on specific datasets, potentially restricting generalizability, and challenges in the interpretability of the GBC model. Future research should explore larger, diverse datasets, implement explainability techniques, and conduct real-world validations to enhance the practical utility of GBC in healthcare settings. Addressing these limitations will strengthen the applicability of machine learning in cardiovascular disease prediction.

Author Contributions: Conceptualization, R.S. and N.H.; methodology, R.S. and S.N.; software, A.R., I.J. and M.A.; validation, N.H., S.S. and M.M.; formal analysis, R.S.; investigation, I.J; resources, N.H. and S.S.; data curation, M.A.; writing—original draft preparation, R.S. and N.H.; writing—review and editing, R.S., S.S., N.H., A.R. and M.M.; visualization, A.R. and I.J.; supervision, S.S. and M.M.; project administration, I.J; All authors have read and agreed to the published version of the manuscript.

Funding: This study does not receive external funding.

Ethical Clearance: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Dataset 1 (Hearth disease) from the University of California Irvine (UCI) machine learning repository is accessible at the following link: https://archive.ics.uci.edu/dataset/45/heart+disease and dataset 2 (Cardiovascular disease) is obtained from: https://www.kaggle.com/datasets/sulanova/cardiovascular-disease-dataset.

Acknowledgments: We express our sincere gratitude to all individuals and institutions whose contributions have enriched this study. Additionally, we appreciate the participants who provided crucial data, enabling the exploration of cardiovascular disease prediction.

Conflicts of Interest: All the authors declare that there are no conflicts of interest.

References

1. Maruyama, K., and Iso, H. (2014). Overview of the Role of Antioxidant Vitamins as Protection Against Cardiovascular