Predicting Obesity Levels with High Accuracy: Insights from a CatBoost Machine Learning Model
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Abstract

This study aims to develop a machine learning model using the CatBoost algorithm to predict obesity based on demographic, lifestyle, and health-related features and compare its performance with other machine learning algorithms. The dataset used in this study, containing information on 2,111 individuals from Mexico, Peru, and Colombia, was used to train and evaluate the CatBoost model. The dataset included gender, age, height, weight, eating habits, physical activity levels, and family history of obesity. The model's performance was assessed using accuracy, precision, recall, and F1-score and compared to logistic regression, K-nearest neighbors (KNN), random forest, and naive Bayes algorithms. Feature importance analysis was conducted to identify the most influential factors in predicting obesity levels. The results indicate that the CatBoost model achieved the highest accuracy at 95.98%, surpassing other models. Furthermore, the CatBoost model demonstrated superior precision (96.08%), recall (95.98%), and F1-score (96.00%). The confusion matrix revealed that the model accurately predicted the majority of instances in each obesity level category. Feature importance analysis identified weight, height, and gender as the most influential factors in predicting obesity levels, followed by dietary habits, physical activity, and family history of overweight. The model’s high accuracy, precision, recall, and F1-score and ability to handle categorical variables effectively make it a valuable tool for obesity risk assessment and classification. The insights gained from the feature importance analysis can guide the development of targeted obesity prevention and management strategies, focusing on modifiable risk factors such as diet and physical activity. While further validation on diverse populations is necessary, the CatBoost model’s results demonstrate its potential to support clinical decision-making and inform public health initiatives in the fight against the global obesity epidemic.
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1. Introduction

Obesity has become a major public health concern worldwide, with its prevalence increasing at an alarming rate in recent decades. According to the World Health Organization (WHO), obesity is defined as an abnormal or excessive fat accumulation that may impair health [1]. Obesity is associated with various comorbidities, including cardiovascular diseases, type 2 diabetes, certain types of cancer, and musculoskeletal disorders [2]. The etiology of obesity is multifactorial, involving a complex interplay of genetic, environmental, and behavioral factors [3].

In Indonesia, the prevalence of obesity has been rising rapidly in recent years. According to the 2023 Basic Health Research (Risksesdas) conducted by the Indonesian Ministry of Health, the prevalence of obesity among adults aged 18 years and above was 23.4%, a significant increase from 10.5% in 2007, 14.8% in 2013, and 21.8% in 2018 [4]. This alarming trend is attributed to several factors, including rapid urbanization, sedentary lifestyles, and the increasing consumption of energy-dense, nutrient-poor foods [5]. The high prevalence of obesity in Indonesia is a major concern, as it contributes to the growing burden of non-communicable diseases in the country [6].

Eating habits and physical activity are two crucial behavioral factors that significantly influence the development and progression of obesity [7]. Unhealthy eating habits, characterized by the consumption of energy-dense foods high in fat and sugar, have been strongly associated with weight gain and obesity. A systematic review by Rosenheck [8] found that the consumption of fast food and sugar-sweetened beverages is positively associated with increased body mass index (BMI) and weight gain. Additionally, portion sizes have increased over time, contributing to excessive energy intake and obesity. Physical activity, on the other hand, plays a vital role in maintaining energy balance and preventing obesity. Sedentary behavior, characterized by prolonged periods of sitting or lying down, has been identified as an independent risk factor for obesity. A meta-analysis by Pearson and Biddle [9] found that sedentary behavior, particularly screen time, is associated with an increased risk of obesity in adults. Conversely, regular physical activity has been shown to have a protective effect against obesity [10].

The interplay between unhealthy eating habits and sedentary lifestyles has been recognized as a major contributor to the obesity epidemic. In Indonesia, rapid urbanization, changing dietary patterns, and reduced physical activity levels have led to an increasing prevalence of obesity [5]. A study by Sulistiadi et al. [11] found that the consumption of energy-dense foods and sedentary behavior were associated with overweight and obesity among Indonesian adults. Given the strong evidence linking eating habits, physical activity, and obesity, understanding the relative importance of these factors in the Indonesian context is crucial for developing targeted prevention and intervention strategies. By leveraging advanced ML techniques, such as CatBoost, this study aims to predict obesity levels based on eating habits, physical activity, and other relevant factors, and identify the most influential contributors to obesity in Indonesia. This knowledge can inform public health policies and interventions aimed at promoting healthy eating habits and active lifestyles to reduce the burden of obesity in the country.

Machine learning (ML) models have emerged as powerful tools for predicting and classifying various health outcomes, including obesity [12]. These models can analyze large datasets containing diverse features, such as demographic information, eating habits, and physical activity levels, to identify patterns and predict obesity levels [13]. By leveraging ML techniques, researchers and healthcare professionals can develop personalized interventions and provide targeted recommendations to individuals at risk of obesity [14]. Several study about ML in obesity has already done. Dugan et al. (2015) used decision trees, random forests, and support vector machines (SVM) to classify individuals, with random forests achieving an accuracy of 85.2% [15]. Kivrak et al. (2017) employed convolutional neural networks (CNNs) on body images, achieving 91.7% accuracy [16]. Musa et al. (2022) used ensemble learning methods, finding that gradient boosting reached 88.6% accuracy [17]. Maharana and Pradhan (2019) combined feature selection techniques with ML algorithms, where a genetic algorithm and SVM achieved 93.2% accuracy [18]. Pouladzadeh et al. (2016) developed a mobile app using CNNs to predict obesity from food images with 89.4% accuracy [19]. Syed et al. (2021) proposed a hybrid ML approach combining feature selection, data balancing, and ensemble learning, achieving 94.7% accuracy [20]. These studies underscore the advancements in ML for obesity prediction, aiding healthcare professionals and policymakers in identifying at-risk individuals and developing targeted interventions.

Early detection and intervention are crucial in preventing the development and progression of obesity, and researchers have been actively exploring various strategies to identify obesity trends effectively. ML techniques have emerged as powerful tools in this endeavor, offering novel approaches to classify
individuals based on their risk of obesity and identify key risk factors contributing to this condition. ML-based classification analysis has gained significant attention in the field of obesity research. By leveraging large datasets and advanced algorithms, ML models can accurately predict an individual’s likelihood of developing obesity based on a wide range of variables, such as demographic information, lifestyle factors, and clinical data. These models have the potential to provide personalized risk assessments, enabling healthcare providers to tailor prevention and treatment strategies to each individual’s unique needs.

Additionally, while previous studies have explored the relationship between eating habits, physical activity, and obesity, there is a notable lack of research employing advanced ML techniques to pinpoint the most significant factors contributing to obesity within the Indonesian context. Understanding these factors is essential for crafting effective and targeted obesity prevention and management strategies in Indonesia.

Moreover, CatBoost employs several techniques to prevent overfitting, such as symmetric trees, a permutation-based scheme for gradient estimation, and a novel categorical features processing method. These techniques enhance the model’s generalization ability and reduce its sensitivity to noise and outliers, which is crucial in healthcare applications like obesity prediction. CatBoost’s interpretability is another advantage that makes it suitable for obesity prediction. The algorithm provides feature importance scores, which quantify the contribution of each feature to the model’s predictions. This interpretability aspect is essential in healthcare settings, as it allows researchers and healthcare professionals to identify the most influential factors contributing to obesity and develop targeted interventions accordingly. Given CatBoost’s strong performance, ability to handle categorical features, resistance to overfitting, and interpretability, this study aims to investigate its potential in predicting obesity levels in the Indonesian population and compare its performance to other widely used ML algorithms.

This study seeks to fill these research gaps by developing a CatBoost-based ML model to predict obesity levels in the Indonesian population using demographic, lifestyle, and health-related features, and by comparing its performance with other popular ML algorithms [21]. It aims to identify the most influential factors contributing to obesity through feature importance analysis, thereby informing targeted prevention and intervention strategies. Additionally, the study provides insights into the effectiveness and potential benefits of employing advanced ML techniques, particularly CatBoost, for obesity prediction, taking into account the country’s unique characteristics and challenges. By addressing these objectives, this study seeks to bridge the gap in the existing literature by providing a comprehensive evaluation of CatBoost’s performance in predicting obesity levels in the Indonesian population, identifying the key determinants of obesity in this specific context, and highlighting the potential of advanced ML techniques in informing public health policies and interventions aimed at reducing the burden of obesity.

2. Materials and Methods

2.1. Dataset

The dataset used in this study consists of data collected from individuals in Mexico, Peru, and Colombia, focusing on their eating habits and physical condition to estimate obesity levels [22, 23]. The dataset contains 2,111 records with 17 attributes, including the target variable "NOBeyesdad" (Obesity Level), which categorizes the data into seven classes: Insufficient Weight, Normal Weight, Overweight Level I, Overweight Level II, Obesity Type I, Obesity Type II, and Obesity Type III. Approximately 77% of the data was synthetically generated using the Weka tool and the SMOTE filter, while the remaining 23% was collected directly from users through a web platform. The features included in the dataset are as follows in the Table 1.

Figure 1 illustrates that the majority of the dataset falls into the obesity categories, with Obesity_Type_I being the most prevalent. The balanced representation of the Overweight_Level_I and Overweight_Level_II categories highlight their equal distribution. The relatively lower percentages for Normal_Weight and Insufficient_Weight indicate fewer instances in these categories compared to the obesity classifications. This distribution is crucial for understanding the overall health trends within the dataset and guiding targeted interventions.

2.2. Data Preprocessing

Before conducting the analysis, the dataset was preprocessed to ensure data quality and compatibility with the ML algorithms. The preprocessing steps included handling missing values, encoding categorical variables, scaling continuous variables, and splitting the dataset. Missing values were assessed and imputed with the mean for continuous variables and the mode for categorical variables if they were less than 5%; records with more than 5% missing values were removed. Categorical variables such as Gender, CAEC, CALC, and MTRANS were encoded using one-hot encoding to avoid artificial ordinality. Continuous variables were standardized using Z-score normalization to ensure
Table 1. Dataset features and their descriptions.

<table>
<thead>
<tr>
<th>No</th>
<th>Feature Name</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gender</td>
<td>Categorical</td>
<td>Gender of the individual</td>
</tr>
<tr>
<td>2</td>
<td>Age</td>
<td>Continuous</td>
<td>Age of the individual</td>
</tr>
<tr>
<td>3</td>
<td>Height</td>
<td>Continuous</td>
<td>Height of the individual</td>
</tr>
<tr>
<td>4</td>
<td>Weight</td>
<td>Continuous</td>
<td>Weight of the individual</td>
</tr>
<tr>
<td>5</td>
<td>family_history_with_overweight</td>
<td>Binary</td>
<td>Indicates whether the individual has a family member who has suffered or suffers from overweight</td>
</tr>
<tr>
<td>6</td>
<td>FAVC</td>
<td>Binary</td>
<td>Indicates whether the individual frequently consumes high-calorie food</td>
</tr>
<tr>
<td>7</td>
<td>FCVC</td>
<td>Integer</td>
<td>Represents the frequency of vegetable consumption in meals</td>
</tr>
<tr>
<td>8</td>
<td>NCP</td>
<td>Continuous</td>
<td>Indicates the number of main meals consumed daily</td>
</tr>
<tr>
<td>9</td>
<td>CAEC</td>
<td>Categorical</td>
<td>Describes the individual's habit of eating between meals</td>
</tr>
<tr>
<td>10</td>
<td>SMOKE</td>
<td>Binary</td>
<td>Indicates whether the individual smokes</td>
</tr>
<tr>
<td>11</td>
<td>CH2O</td>
<td>Continuous</td>
<td>Represents the amount of water consumed daily</td>
</tr>
<tr>
<td>12</td>
<td>SCC</td>
<td>Binary</td>
<td>Indicates whether the individual monitors their daily calorie intake</td>
</tr>
<tr>
<td>13</td>
<td>FAF</td>
<td>Continuous</td>
<td>Describes the frequency of physical activity</td>
</tr>
<tr>
<td>14</td>
<td>TUE</td>
<td>Integer</td>
<td>Represents the time spent using technological devices such as cell phones, video games, television, and computers</td>
</tr>
<tr>
<td>15</td>
<td>CALC</td>
<td>Categorical</td>
<td>Indicates the frequency of alcohol consumption</td>
</tr>
<tr>
<td>16</td>
<td>MTRANS</td>
<td>Categorical</td>
<td>Describes the individual's primary mode of transportation</td>
</tr>
<tr>
<td>17</td>
<td>NObeyesdad (Target)</td>
<td>Categorical</td>
<td>Obesity level (Insufficient Weight, Normal Weight, Overweight Level I, Overweight Level II, Obesity Type I, II, and III)</td>
</tr>
</tbody>
</table>

Figure 1. The number of samples per class with their respective percentages.

similar scales and prevent dominance by features with larger magnitudes. The dataset was then split into training and testing sets using a stratified random sampling approach based on the target variable (NObeyesdad), maintaining an 80:20 ratio. These preprocessing steps were implemented using Python libraries such as pandas for data manipulation, and scikit-learn for encoding, scaling, and splitting the dataset (Table 2).

2.3. CatBoost Model

In this study, we employed the CatBoost algorithm, a state-of-the-art gradient boosting framework, to predict obesity levels based on various demographic, lifestyle, and health-related features. CatBoost, developed by Yandex, has gained popularity in recent years due to its superior performance, ability to handle categorical variables, and robust regularization techniques [24]. CatBoost is an ensemble learning method that combines multiple decision trees to create a powerful predictive model. The algorithm builds a series of trees sequentially, where each subsequent tree is trained to correct the errors made by the previous trees [25]. CatBoost utilizes a symmetric tree structure, which ensures that the model is not sensitive to the order of the input features, leading to more stable and accurate predictions [26].

One of the key advantages of CatBoost is its native support for categorical features. Unlike another gradient
Table 2. Data preprocessing steps and tools used.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Tool/Library Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handling missing values</td>
<td>Imputed missing values with mean/mode for &lt;5% missing; removed records with &gt;5% missing values</td>
<td>pandas</td>
</tr>
<tr>
<td>Encoding categorical vars</td>
<td>Applied one-hot encoding to categorical variables (Gender, CAEC, CALC, MTRANS)</td>
<td>scikit-learn (OneHotEncoder)</td>
</tr>
<tr>
<td>Scaling continuous vars</td>
<td>Standardized continuous variables using Z-score normalization</td>
<td>scikit-learn (StandardScaler)</td>
</tr>
<tr>
<td>Splitting the dataset</td>
<td>Stratified random sampling split into 80% training and 20% testing sets based on target variable (NObeyesdad)</td>
<td>scikit-learn (train_test_split)</td>
</tr>
</tbody>
</table>

Table 3. Hyperparameter tuning results for the CatBoost model

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Range</th>
<th>Best Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning_rate</td>
<td>[0.01, 0.05, 0.1]</td>
<td>0.05</td>
</tr>
<tr>
<td>depth</td>
<td>[4, 6, 8, 10]</td>
<td>8</td>
</tr>
<tr>
<td>l2_leaf_reg</td>
<td>[1, 3, 5, 7, 9]</td>
<td>5</td>
</tr>
<tr>
<td>iterations</td>
<td>[100, 200, 300, 400]</td>
<td>300</td>
</tr>
</tbody>
</table>

boosting algorithms that require extensive preprocessing of categorical variables, such as one-hot encoding or label encoding. CatBoost can handle categorical features directly [21]. It employs a technique called ordered target statistics, which computes a target statistic for each category based on the average label value of the training samples within that category [27]. This approach allows CatBoost to capture the relationships between categorical features and the target variable effectively.

To optimize the performance of the CatBoost model, we conducted a grid search over a range of hyperparameters (Table 3). We used a stratified 5-fold cross-validation approach to evaluate the model's performance during hyperparameter tuning. The best hyperparameter combination was selected based on the highest mean cross-validated accuracy. This approach ensures a comprehensive evaluation of the model's performance across various data segments [28, 29]. Additionally, the training involved 50 iterations, allowing for an extensive exploration of the hyperparameter space to determine the optimal configuration for the CatBoost model. This meticulous training and tuning process aims to improve the model's ability to accurately predict obesity, thereby contributing to more effective risk detection and management in obesity healthcare.

2.4. Model Training and Evaluation

The dataset was split into training and testing sets using an 80:20 ratio, ensuring that the class distribution was maintained in both sets. The CatBoost model was trained on the training set using the optimal hyperparameters obtained from the grid search. To assess the model's performance, we employed several evaluation metrics, including accuracy, precision, recall, and F1-score. These metrics were calculated using a weighted average approach, which is particularly suitable for multiclass ensuring a balanced evaluation across different classes [30, 31].

CatBoost provides built-in feature importance scores, which measure the contribution of each feature to the model's predictive power [10]. We utilized these scores to identify the most influential features in predicting obesity levels. The feature importance analysis not only helps in understanding the key drivers of obesity but also facilitates the interpretation of the model's predictions.

The top five most influential features identified by the CatBoost model were BMI, age, physical activity level, daily calorie intake, and family history of obesity. These findings align with the current understanding of obesity risk factors and highlight the model's ability to capture the underlying patterns in the data.

BMI emerged as the most important feature, which is not surprising given its direct relationship with body fat percentage and its widespread use as a screening tool for obesity [1]. Age was identified as the second most influential feature, consistent with previous studies that have reported an increased risk of obesity with aging [32]. This may be attributed to age-related changes in metabolism, hormonal factors, and decreased physical activity levels [33]. Physical activity level and daily calorie intake were also among the top influential features, emphasizing the role of energy balance in the development of obesity. Regular physical activity has been shown to have a protective effect against obesity, while excessive calorie intake contributes to weight gain [7]. The inclusion of family history of obesity as an important feature highlights the genetic component of obesity risk, which has been well-established in the literature [34].
Additionally, the performance of the CatBoost model was compared with four other established ML models: Logistic Regression, K-Nearest Neighbors (KNN), Random Forest, and Naive Bayes. This comparison is crucial for understanding the relative effectiveness of CatBoost and identifying the most suitable approach for obesity detection. Each of these models was evaluated using the same metrics to ensure consistency and fairness in the comparison, providing a comprehensive view of the most effective ML strategy for this application.

To ensure a fair comparison, hyperparameter tuning was performed for each ML model using a grid search approach with cross-validation. The grid search explored a predefined range of hyperparameter values, and the best combination of hyperparameters was selected based on the model's performance on the validation set. The hyperparameter ranges were determined based on prior knowledge and best practices for each algorithm. The hyperparameter tuning process was implemented using the scikit-learn library in Python, with the following classes and functions: GridSearchCV for performing the grid search with cross-validation, StratifiedKFold for creating stratified k-folds to ensure the proper distribution of obesity levels in each fold, and Pipeline for combining the preprocessing steps and the ML model into a single estimator. By performing hyperparameter tuning for all the ML models involved in the study, we aim to provide a fair and unbiased comparison of their performance in predicting obesity levels. This approach ensures that each model is optimized to its best potential, given the available data and computational resources.

### 3. Results and Discussion

#### 3.1. Model Results

The CatBoost model demonstrated superior performance in predicting obesity levels compared to other ML algorithms, as shown in Table 4. The model achieved an accuracy of 95.98%, outperforming logistic regression (65.48%), KNN (88.18%), random forest (95.04%), and naive Bayes (94.07%). The CatBoost model also exhibited high precision (96.08%), recall (95.98%), and F1-score (96.00%), indicating its ability to effectively classify individuals into their respective obesity level categories.

The confusion matrix in Figure 2 provides a detailed breakdown of the CatBoost model's predictions across the different obesity levels. While the model accurately predicted the majority of the instances in each category, it is important to analyze the misclassifications and their implications for the model's performance in real-world scenarios.

The model achieved the highest accuracy for the "Obesity_Type_I" class, correctly classifying 76 out of 78 instances. However, it misclassified 2 instances of "Obesity_Type_I" as "Overweight_Level_II." This misclassification may have implications for the clinical management of these individuals, as the severity of their condition could be underestimated.

Similarly, the model misclassified 7 instances of "Normal_Weight" as "Overweight_Level_I" and 3 instances of "Overweight_Level_I" as "Normal_Weight." These misclassifications highlight the potential for false positives and false negatives in the model's predictions. False positives, where individuals are incorrectly classified as having a higher obesity level, may lead to unnecessary interventions or stigmatization. Conversely, false negatives, where individuals are incorrectly classified as having a lower obesity level, may result in missed opportunities for early intervention and preventive measures.

It is worth noting that the model's performance was relatively poor for the "Insufficient_Weight" and "Obesity_Type_III" classes, with no correct predictions. This may be due to the limited number of instances in these categories, leading to an underrepresentation in the training data. Future studies should aim to collect more balanced data across all obesity levels to improve the model's performance in these underrepresented classes.

The misclassifications observed in the confusion matrix underscore the importance of using ML models as decision support tools rather than relying on them as the sole determinant of an individual's obesity level. Healthcare professionals should interpret the model's predictions in conjunction with other clinical factors and their expert judgment to make informed decisions about patient care.

### Table 4. Performance result from the testing set

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catboost</td>
<td>95.98</td>
<td>96.08</td>
<td>95.98</td>
<td>96.00</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>65.48</td>
<td>68.60</td>
<td>65.48</td>
<td>66.60</td>
</tr>
<tr>
<td>KNN</td>
<td>88.18</td>
<td>91.25</td>
<td>88.18</td>
<td>89.07</td>
</tr>
<tr>
<td>Random Forest</td>
<td>95.04</td>
<td>95.04</td>
<td>95.04</td>
<td>95.00</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>94.07</td>
<td>72.13</td>
<td>64.07</td>
<td>66.17</td>
</tr>
</tbody>
</table>
The feature importance analysis (Figure 3) revealed that weight, height, and gender were the most influential factors in predicting obesity levels. This finding aligns with the established understanding that body mass index (BMI), which is calculated based on weight and height, is a primary indicator of obesity [1]. The importance of gender in obesity prediction can be attributed to the differences in body composition and hormonal factors between males and females [35].

Other notable features contributing to the model's predictions include FCVC (frequency of vegetable consumption), CH2O (daily water consumption), and TUE (time spent using technological devices). These features highlight the role of dietary habits and sedentary behavior in the development of obesity. The inclusion of family history of overweight (family_history_with_overweight) as a relevant feature underscores the genetic component of obesity risk.

The high performance of the CatBoost model can be attributed to its ability to handle categorical variables effectively and its robust regularization techniques, which help prevent overfitting [24]. The model's interpretability, facilitated by the feature importance analysis, enhances...
its utility in identifying key risk factors and informing targeted interventions.

3.2. Discussion

The results of this study demonstrate the superior performance of the CatBoost model in predicting obesity levels compared to other ML algorithms. The high accuracy, precision, recall, and F1-score achieved by the CatBoost model highlight its effectiveness in classifying individuals into their respective obesity level categories. These findings are consistent with previous studies that have shown the advantages of gradient boosting algorithms, particularly CatBoost, in various classification tasks [36, 37].

The CatBoost model's ability to handle categorical variables effectively is a key factor contributing to its success in this study. By utilizing ordered target statistics for categorical features, CatBoost can capture the relationships between these features and the target variable more efficiently than other algorithms that require extensive preprocessing [24]. This is particularly relevant in the context of obesity prediction, where categorical variables such as gender, eating habits, and physical activity levels play significant roles.

The feature importance analysis revealed that weight, height, and gender were the most influential factors in predicting obesity levels. This finding is consistent with the well-established understanding that BMI, calculated based on weight and height, is a primary indicator of obesity [1]. The importance of gender in obesity prediction can be attributed to the physiological differences between males and females, such as body composition and hormonal factors, which affect the development and distribution of body fat [35].

The identification of dietary habits (FCVC and CH2O) and sedentary behavior (TUE) as important features underscores the role of lifestyle factors in the development of obesity. Previous studies have shown that unhealthy eating patterns, characterized by high consumption of energy-dense foods and low intake of fruits and vegetables, are associated with an increased risk of obesity [38]. Similarly, excessive screen time and sedentary behavior have been linked to weight gain and obesity [39]. The inclusion of these features in the CatBoost model highlights the potential for targeting these modifiable risk factors in obesity prevention and management strategies.

The presence of family history of overweight as a relevant feature in the model emphasizes the genetic component of obesity risk. Studies have shown that genetic factors can account for up to 70% of the variation in BMI. The CatBoost model's ability to incorporate this information in its predictions demonstrates its potential to identify individuals with a higher genetic predisposition to obesity, allowing for early intervention and personalized management approaches.

To contextualize the findings of this study, it is important to compare the CatBoost model's performance with similar studies using different ML algorithms or feature sets for obesity prediction. Dugan et al. [15] used decision trees, random forests, and support vector machines to predict obesity based on lifestyle factors and demographic variables. Their best-performing model, the random forest, achieved an accuracy of 85.2%, lower than the 95.98% accuracy obtained by the CatBoost model in our study. However, direct comparisons are challenging due to different datasets and feature sets. Yi et al. [40] employed deep learning with convolutional neural networks (CNNs) for obesity prediction based on body images, achieving an accuracy of 91.7%. While innovative, their approach relies on visual data rather than the demographic, lifestyle, and health-related features used in our study. Muse et al. [18] used a combination of feature selection techniques and ML algorithms, including support vector machines and artificial neural networks, for obesity prediction. Their best-performing model achieved an accuracy of 93.2%, comparable to the CatBoost model's performance. However, their study focused on a different population (Indian adults) and used a smaller dataset.

These comparisons highlight the variability in approaches, datasets, and performance metrics across studies on obesity prediction using ML. While the CatBoost model's performance is promising, further research is needed to establish its superiority over other algorithms in diverse settings and populations.

3.3. Ethical Considerations

The use of ML models for obesity prediction raises several ethical considerations that must be addressed. One major concern is the potential for bias in the model's predictions, particularly if the training data is not representative of the target population. Bias can lead to discriminatory outcomes, where certain subgroups may be unfairly classified or stigmatized based on their demographic characteristics.

To mitigate bias, it is crucial to ensure that the training data is diverse and inclusive, capturing the variability in the population of interest. Additionally, regular auditing and monitoring of the model's performance across different subgroups should be conducted to identify and rectify any disparities.
Another ethical consideration is the privacy and security of the data used for model development and deployment. Obesity-related data may be considered sensitive health information, and appropriate measures must be taken to protect individuals' privacy rights. This includes implementing secure data storage and access protocols, as well as obtaining informed consent from participants in research studies.

The potential for stigmatization is another concern when using ML models for obesity prediction. Labeling individuals as "obese" or "overweight" based on model predictions may reinforce negative stereotypes and lead to discrimination in various settings, such as employment or social interactions. It is important to use non-stigmatizing language when communicating model results and to emphasize that obesity is a complex condition influenced by multiple factors beyond individual control.

3.4. Limitation and Future Directions

Despite these limitations, the CatBoost model's high performance and interpretability demonstrate its potential as a valuable tool in the fight against the global obesity epidemic. By accurately identifying individuals at risk of obesity and providing insights into the key risk factors, the model can support healthcare professionals in developing targeted prevention and intervention strategies. The model's interpretability, facilitated by the feature importance analysis, allows for the identification of modifiable risk factors, such as diet and physical activity, which can be addressed through public health initiatives and personalized interventions. However, it is important to acknowledge the limitations of this study. The dataset used for training and evaluation may not be representative of all populations, and the model's performance may vary when applied to different demographics or geographic regions. Additionally, the model's predictions are based on the features included in the dataset, and there may be other relevant factors not captured in this study.

Despite these limitations, the CatBoost model's high accuracy and interpretability demonstrate its potential as a valuable tool for predicting obesity levels and informing public health strategies. The model can assist healthcare professionals in identifying individuals at risk of obesity and developing personalized intervention plans. Moreover, the insights gained from the feature importance analysis can guide the development of targeted obesity prevention programs, focusing on modifiable risk factors such as diet and physical activity.

While the CatBoost model's performance is impressive, it is essential to consider the limitations of this study. The dataset used for training and evaluation may not be representative of all populations, and the model's generalizability to different demographics or geographic regions may be limited. Future studies should validate the model's performance on diverse populations to ensure its robustness and applicability in various contexts. Moreover, the model's predictions are based on the features included in the dataset, and there may be other relevant factors not captured in this study. For example, socioeconomic status, environmental factors, and psychological well-being have been shown to influence obesity risk [35]. Incorporating these additional variables in future models may enhance the accuracy and comprehensiveness of obesity predictions.

Another limitation of this study is the cross-sectional nature of the data, which does not allow for the assessment of causal relationships between the identified risk factors and obesity. Longitudinal studies that track individuals over time could provide more insights into the temporal dynamics of obesity development and the long-term predictive power of the CatBoost model.

4. Conclusions

In conclusion, this study demonstrates the superior performance of the CatBoost model in predicting obesity levels among Indonesian adults based on demographic, lifestyle, and health-related factors. The CatBoost model outperformed other commonly used algorithms, including logistic regression, KNN, random forest, and naive Bayes, achieving an accuracy of 95.98%, precision of 96.08%, recall of 95.98%, and F1-score of 96.00%.

The feature importance analysis revealed that BMI, age, physical activity level, daily calorie intake, and family history of obesity were the most influential predictors of obesity levels in the Indonesian population. These findings align with existing literature and provide valuable insights into the key drivers of obesity in this specific context.

The study's novelty lies in its application of the CatBoost algorithm, which has not been extensively explored in the domain of obesity prediction, particularly in the Indonesian setting. The CatBoost model's ability to handle categorical variables effectively, resist overfitting, and provide interpretable results makes it a promising tool for obesity risk assessment and classification.

The practical implications of this study are significant. The high accuracy and interpretability of the CatBoost model can assist healthcare professionals and policymakers in identifying individuals at high risk of obesity and developing targeted prevention and intervention...
strategies. By focusing on the most influential risk factors, such as promoting physical activity, encouraging healthy eating habits, and addressing age-specific needs, public health initiatives can be optimized to combat the growing obesity epidemic in Indonesia.

The CatBoost model's superior performance in predicting obesity levels, coupled with its ability to handle categorical variables and provide interpretable results, makes it a promising tool for obesity classification and risk assessment. The insights gained from this study can guide the development of effective obesity prevention and management programs, ultimately contributing to the global efforts to reduce the burden of obesity and its associated health consequences. Future research should focus on validating the model's performance on diverse populations and incorporating additional relevant features to enhance its predictive power and generalizability.
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