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Abstract 

 

The Correlated Topic Model (CTM) is a widely used approach for topic modelling that 

accounts for correlations among topics. This study investigates the effects of 

hyperparameter tuning on the model's ability to extract meaningful themes from a 

corpus of unstructured text. Key hyperparameters examined include learning rates (0.1, 

0.01, 0.001), the number of topics (3, 5, 7, 10), and the number of top words (10, 20, 30, 

40, 50, 80, 100). The Adam optimizer was used for model training, and performance was 

evaluated using the coherence score (c_v), a metric that assesses the interpretability and 

coherence of the generated topics. The dataset comprised 100 articles, and results were 

visualized using line plots and heatmaps to highlight performance trends. The highest 

coherence score of 0.803 was achieved with three topics and 10 top words. The findings 

demonstrate that fine-tuning hyperparameters significantly improves the model's ability 

to generate coherent and interpretable topics, resulting in more accurate and insightful 

outcomes. This research underscores the importance of parameter optimization in 

enhancing the effectiveness of CTM for topic modelling applications. 
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1. Introduction 

Topic modeling is a powerful technique in natural 

language processing that enables the automatic 

identification of hidden thematic structures within large 

collections of text documents [1]. It involves using 

statistical methods to uncover groups of words that 

frequently occur together, thereby representing 

underlying topics in the data [2]. By organizing 

unstructured textual data into interpretable topics, topic 

modelling facilitates a deeper understanding of complex 

datasets such as news articles, social media posts, and 

research papers [3]. This approach has become an 

essential tool for exploring, summarizing, and analyzing 

text data across various domains, enabling researchers 

and practitioners to uncover patterns, trends, and 

relationships that might otherwise remain hidden. 

Among the various methods used for topic modeling, the 

Correlated Topic Model (CTM) has gained prominence 

due to its ability to capture relationships between topics 

[4]. Unlike conventional methods such as Latent Dirichlet 

Allocation (LDA), CTM employs a logistic normal 

distribution to model these relationships, providing a 

more nuanced and interconnected view of the hidden 

themes within textual data. This enhanced capability 

makes CTM particularly effective for analyzing large 

document collections, such as those found in news 

archives and social media, offering a more 

comprehensive understanding of the data's thematic 

structure [5]. 
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Figure 1. Document category distribution. 

 

Parameter tuning is a critical aspect of optimizing the 

performance of topic models, including CTM. Key 

parameters such as the learning rate, the number of 

topics, and the number of top words significantly 

influence the model's ability to generate coherent and 

interpretable topics. Previous studies have highlighted 

the importance of hyper-parameter selection in topic 

modeling, noting that parameter variations can lead to 

substantial differences in model output and coherence 

scores [6]. For instance, Ford et al.  emphasized the use 

of heuristic approaches based on examining of the rate 

of perplexity change (RPC) to select the optimal number 

of topics in their analysis [7]. Furthermore, the influence 

of regularization techniques on model performance has 

been explored, underscoring the need for careful 

parameter tuning to enhance the quality of topic 

representations [6]. 

The evaluation of coherence scores serves as a vital 

metric for assessing the effectiveness of different 

parameter configurations in CTM. Coherence measures 

provide insights into the interpretability and semantic 

similarity of the topics generated by the model. By 

systematically tuning parameters and evaluating 

coherence scores, researchers can gain valuable insights 

into the relationships between topics and their relevance 

to the underlying data. This iterative process of tuning 

and evaluation not only improves model performance 

but also contributes to a deeper understanding of the 

data being analyzed [8]. 

Despite the widespread use of CTM, challenges remain in 

achieving optimal performance and interpretability. One 

significant issue is the sensitivity of CTM to parameter 

settings, which can greatly influence the quality of the 

generated topics. Inadequate parameter tuning may lead 

to incoherent or irrelevant topics, limiting the model's 

utility in capturing meaningful patterns within the data. 

Moreover, the complexity of CTM, stemming from its 

ability to model topic correlations, adds to the difficulty 

of finding the best parameter configurations. This 

problem is further compounded by the lack of 

standardized approaches for systematically evaluating 

and fine-tuning model parameters, such as the number 

of topics or the learning rate. These challenges highlight 

the need for focused research on parameter optimization 

strategies and their impact on model coherence and 

interpretability. 

This study aims to explore the application of the CTM in 

topic modelling, with a focus on the impact of various 

parameter tuning strategies on coherence scores. It aims 

to synthesize insights from existing literature and 

conduct empirical evaluations to provide a 

comprehensive understanding of how parameter 

adjustments can enhance the effectiveness of CTM in 

uncovering meaningful patterns within textual data. 

2. Materials and Methods 

2.1 Dataset 

The dataset used in this study comprises 100 samples 

sourced from BeritaSatu.com, containing articles with 

various attributes such as title, author, and content. For 

the purposes of this research, only the article content was 

utilized, as it serves as the primary textual data required 

for topic modelling. The dataset is originally categorized 

into distinct classes, reflecting its initial thematic 

segmentation. The distribution of these categories is 

visually depicted in Figure 1, offering a clear overview of 

the dataset's composition. 
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Table 1. Model train scenario. 

Learning Rate Number of Topics Number of Top-Words 

0.1 3, 5, 7, 10 10, 20, 30, 40, 50, 80, 100 

0.01 3, 5, 7, 10 10, 20, 30, 40, 50, 80, 100 

0.001 3, 5, 7, 10 10, 20, 30, 40, 50, 80, 100 

 

While the original categories are noted for descriptive 

purposes, they do not influence the topic modelling 

process or its outcomes. This selection of a limited 

dataset was made to enable a focused examination of 

parameter optimization while ensuring computational 

efficiency. Notably, each document in the dataset 

consists of multiple paragraphs, providing rich and 

diverse textual data for the model to analyze. This design 

supports the scalability of preliminary findings to larger 

datasets in subsequent stages of research. 

2.2 Data Pre-processing 

The data pre-processing stage involved several steps to 

prepare the text for topic modelling. Common 

Indonesian stop words, such as "yang," "dan," and "di," 

were removed to eliminate frequently used but non-

informative words. Additional custom stop words were 

incorporated to exclude specific terms irrelevant to the 

analysis. Stemming was applied to reduce words to their 

root forms (e.g., "mempelajari" becomes "ajar"), helping 

to group similar words and reduce the overall vocabulary 

size. The text was tokenized into individual words, 

converted to lowercase for consistency, and non-

alphanumeric characters were removed to retain only 

meaningful content. Documents with fewer than six 

words were excluded to ensure the inclusion of content-

rich texts, enhancing the quality and relevance of the 

topic modelling process. 

2.3 Correlated Topic Model (CTM) 

We used CTM for the topic model. Unlike simpler models 

such as Latent Dirichlet Allocation (LDA), which assumes 

that topics are independent, CTM employs a logistic 

normal distribution to model topic proportions, allowing 

for the discovery of complex interdependencies among 

topics. This capability allows for a more detailed analysis 

of thematic patterns, making CTM especially suitable for 

datasets with interconnected or overlapping topics. 

The Bag-of-Words (BoW) representation was generated 

using the CountVectorizer, which encodes each 

document as a vector based on the frequency of word 

occurrences. To convert the raw word counts into 

probabilities, L1 normalization was applied, ensuring that 

the sum of the word counts for each document equals 

one, thereby transforming the word counts into a 

probability distribution. The model employs the Adam 

(Adaptive Moment Estimation) optimizer for parameter 

updates, leveraging its adaptive learning rate capabilities 

to enhance convergence [9–11]. The Evidence Lower 

Bound (ELBO) is utilized as the loss function, guiding the 

optimization process by maximizing the likelihood of the 

observed data while minimizing model complexity [12, 

13]. The number of epochs is set to 200, indicating that 

the training process will iterate over the entire dataset 

200 times. This iterative training approach enables the 

model to repeatedly refine its understanding of the data, 

improving its ability to capture underlying patterns and 

relationships.  

2.4 Hyperparameter Tuning 

Hyperparameter tuning is a crucial process for optimizing 

the performance of the CTM [14]. In this study, we 

systematically explored key hyperparameters to 

determine their impact on model effectiveness. The 

learning rate, which controls the step size during 

optimization, was adjusted across multiple values to 

balance convergence speed and stability. The number of 

topics was varied to examine how different granularities 

influence the model’s ability to uncover meaningful 

patterns. Additionally, the number of top words per topic 

was fine-tuned to identify the optimal level of detail for 

interpreting topic content. Detail scenarios for 

hyperparameters shown in Table 1. 

2.5 Performance Evaluation 

The model's performance was evaluated using 

coherence scores, specifically the c_v metric, a widely 

recognized measure for assessing the quality of topics 

generated in topic modelling. Coherence scores evaluate 

the semantic similarity and interpretability of the words 

within each topic, providing a quantitative basis for 

determining the optimal number of topics [15–17]. The 

c_v score is computed by combining statistical co-

occurrence measures with semantic similarity, effectively 

balancing data-driven and interpretability aspects. The 

calculation of the coherence score is represented as 

shown in Equation 1: 

𝑐_𝑣 =
1

|𝑇|
∑

1

|𝑡|2

𝑡∈𝑇

∑ NPMI(𝑤𝑖 , 𝑤𝑗)

𝑤𝑖,𝑤𝑗∈𝑡,𝑖≠𝑗

 (1) 

Where 𝑇 denotes the set of topics, 𝑡 represents an 

individual topic composed of a set of words, and 𝑤𝑖  and 

𝑤𝑗  are words within a topic. The 𝑁𝑃𝑀𝐼 (Normalized 

Pointwise Mutual Information) metric measures the 
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Figure 2. Comparison of coherence score vs different learning rate. 

 

semantic association between word pairs. This approach 

aims to maximize c_v, ensuring that the topics generated 

are both coherent and interpretable while maintaining 

computational efficiency. By optimizing c_v, the model 

strikes a balance between accuracy and interpretability, 

providing a robust foundation for extracting meaningful 

insights from the textual data [18]. 

3. Results and Discussion 

Based on the scenarios outlined in Table 1, the study's 

findings are illustrated in Figure 2, which presents the 

coherence scores for different combinations of learning 

rates, topic numbers, and top words. For a learning rate 

of 0.1, coherence scores ranged between 0.73 and 0.80. 

The lowest coherence score of 0.73 was observed with 

five topics and 30 top words, while the highest score of 

0.80 was achieved with five topics and 10 top words. 

Similarly, for a learning rate of 0.01, coherence scores 

ranged from 0.73 to 0.79. The lowest coherence score of 

0.73 was observed with three topics and 30 top words, 

whereas the highest score of 0.79 occurred with 10 topics 

and 80 top words. When the learning rate was set to 0.05, 

coherence scores ranged between 0.74 and 0.78. The 

lowest score of 0.74 was observed with three topics and 

80 top words, while the highest score of 0.78 was 

achieved with seven topics and 30 top words. 

As shown in Figure 3, the combination of five topics and 

10 top words produced the highest coherence score of 

0.803. In contrast, the combination of three topics and 50 

top words yielded the lowest coherence score. These 

results suggest that the number of topics and the 

number of top words significantly influence the 

coherence and interpretability of the generated topics. 

The findings highlight the importance of parameter 

tuning in optimizing the performance of the CTM. The 

results demonstrate that both the number of topics and 

the number of top words play a critical role in 

determining the coherence of the topics generated. 

Specifically, the combination of five topics and 10 top 

words provided the most coherent and interpretable 

results, indicating an optimal balance between 

granularity and interpretability. This finding aligns with 

previous research, which underscores the importance of 

hyperparameter selection in improving model quality 

and coherence scores. 

The implications of this study are significant for 

applications of topic modelling in various domains, such 

as social media analysis, news classification, and 

customer feedback interpretation. By identifying the 

optimal parameter settings, researchers and 

practitioners can generate more meaningful and 

actionable insights from textual data. Moreover, the 

ability of CTM to capture topic correlations adds value to 

datasets with overlapping or interconnected themes, 

making it a valuable tool for analyzing complex datasets. 



Infolitika Journal of Data Science, Vol. 2, No. 2, 2024 

 Page | 86  
 

 

Figure 3. Heatmap of Coherence Score (c_v) for different parameters. 

 

However, this study also has several limitations. First, the 

dataset used consisted of only 100 samples, which, while 

sufficient for preliminary analysis, may limit the 

generalizability of the findings. Future studies should 

validate the results on larger and more diverse datasets 

to ensure broader applicability. Second, the scope of the 

study was restricted to three learning rates and a fixed 

number of iterations (200 epochs). Exploring a wider 

range of learning rates and alternative optimization 

strategies could provide deeper insights into the model's 

performance. Lastly, while coherence scores are a widely 

accepted metric for topic evaluation, incorporating 

qualitative assessments of topic interpretability could 

further enhance the robustness of the results. 

4. Conclusions 

The results highlight the importance of parameter tuning 

in improving the performance of topic models. Key 

parameters like the learning rate, the number of topics, 

and the number of top words significantly affect the 

model's ability to generate meaningful and coherent 

topics. In this study, the best performance was achieved 

with five topics and 10 top words, resulting in the highest 

coherence score of 0.803. Other factors, such as the 

optimizer used, the number of training epochs, and the 

dataset size, also influenced the results, showing that a 

balanced approach to parameter selection is essential. 

Future research should explore how these factors 

interact and test on larger datasets to further enhance 

model performance and reliability. 
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