Machine Learning Approach for Diabetes Detection Using Fine-Tuned XGBoost Algorithm
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Abstract

Diabetes is a chronic condition characterized by elevated blood glucose levels which leads to organ dysfunction and an increased risk of premature death. The global prevalence of diabetes has been rising, necessitating an accurate and timely diagnosis to achieve the most effective management. Recent advancements in the field of machine learning have opened new possibilities for improving diabetes detection and management. In this study, we propose a fine-tuned XGBoost model for diabetes detection. We use the Pima Indian Diabetes dataset and employ a random search for hyperparameter tuning. The fine-tuned XGBoost model is compared with six other popular machine learning models and achieves the highest performance in accuracy, precision, sensitivity, and F1-score. This study demonstrates the potential of the fine-tuned XGBoost model as a robust and efficient tool for diabetes detection. The insights of this study advance medical diagnostics for efficient and personalized management of diabetes.

1. Introduction

Diabetes is a condition in which the level of glucose or blood sugar increases above the normal limit. Glucose accumulates in the blood because it is not properly absorbed by the body’s cells, which can lead to various disturbances in organ function [1–3]. Diabetes can cause complications in many parts of the body and can ultimately increase the risk of premature death. Adults with diabetes also have two to three times a higher risk of heart attacks and strokes [4]. During pregnancy, poorly controlled diabetes can increase the risk of fetal death and other complications [5].

The number of people with diabetes has been increasing over the past decades, both in terms of cases and
Diabetes is a chronic condition that, currently, cannot be cured. However, early detection of diabetes provides a crucial opportunity to delay or prevent its progression into acute stages. Lifestyle changes and timely medical intervention can effectively manage blood glucose levels, reducing the risk of complications and minimizing the financial burden of treatment [9]. Therefore, the rapid and accurate identification, diagnosis, and analysis of diabetes are topics of research that are highly beneficial and crucial to be pursued.

Recent advancements in technology have opened new possibilities for the accurate and efficient diagnosis of diabetes [10]. Machine learning algorithms gained prominence as powerful tools in this domain due to their ability to analyze datasets and extract meaningful patterns from complex medical information. Numerous studies were conducted to develop and optimize machine learning models for diabetes detection [11, 12]. Chang et al. [13] utilized three machine-learning models for diabetes prediction and found that the random forest emerged as the most effective with an F1-score of 85.17%. Kumari et al. [14] proposed an ensemble approach using a soft voting classifier and successfully achieved high performance in diabetes classification, attaining an F1-score of 80.60%. However, there is still room for further improvement in utilizing machine learning algorithms for diabetes detection. There is a possibility to further improve the performance of machine learning algorithms for diabetes detection.

In this study, we propose a fine-tuned XGBoost model for diabetes detection. Our objective was to achieve enhanced predictive performance by systematically exploring various hyperparameters during the training process. To accomplish this, we carefully selected a range of hyperparameters to tune and evaluate the combinations of these hyperparameters, so the model can get the optimal settings that maximize the model's predictive capabilities.

2. Materials and Methods

Figure 1 illustrates the flowchart of our study which consists of three main stages including data preprocessing, our proposed approach using XGBoost, and model evaluation.

2.1. Dataset and Preprocessing

In this study, we used the Pima Indian Diabetes dataset, which has been widely used in research related to diabetes diagnosis. The dataset was originally collected by the National Institute of Diabetes and Digestive and Kidney Diseases and is publicly available for research purposes [15]. It comprises 768 individuals, all of whom...
are Pima-Indian females aged 21 or older and residing close to Phoenix, Arizona, USA. Among the individuals, 500 are non-diabetic cases, while 268 represent diabetic cases.

The variables included in this dataset and the description are presented in Table 1. However, the presence of zero values in the dataset for variables such as “Glucose”, “Blood Pressure”, “Skin Thickness”, “Insulin”, and “BMI” is not feasible based on medical and scientific understanding. These zero values are due to the data entry errors or missing measurements. To address this issue, we used data imputation using the median values of the respective columns [16].

The dataset is randomly split into two subsets including the training set, comprising 70% of the data, and the testing set, comprising the remaining 30%. The training set was utilized to train the fine-tuned XGBoost model, allowing it to learn from the data and optimize its parameters for diabetes detection. On the other hand, the testing set was completely independent and served as a “holdout” dataset to assess the model’s performance on the unseen data [17].

2.2. Proposed Approach

XGBoost is a super popular machine learning framework introduced in 2014 by Chen et al. [18]. We selected it for our study because it has a reputation for performing exceptionally well in a wide range of tasks [19–21]. XGBoost uses a method called ensemble learning, which combines several weak prediction models (decision trees) to make a strong and accurate overall model. This approach results in impressive predictions and finds applications in various fields.

In a previous study, Li et al. successfully applied XGBoost for diabetes prediction, but their approach lacked the reporting of details about the hyperparameter tuning process [22]. Even though XGBoost performs well in many tasks, training the model can be challenging due to its many hyperparameters. Therefore, it is necessary to carry out the hyperparameter tuning so that the performance of the trained model is good. To achieve this, we employed a random search approach with a cross-validation of 10 folds. Random search efficiently explores the hyperparameter space, allowing us to find the best combination of settings for our specific task. The hyperparameters were tuned and the explanation is summarized in Table 2.

2.3. Model Evaluation

The model that has been trained was evaluated using five metrics including accuracy, precision, sensitivity, specificity, and F1-score. Accuracy measures the overall correctness of the model’s predictions, while precision assesses the accuracy of positive predictions [23]. Sensitivity gauges the ability to identify positive instances, and specificity evaluates the ability to correctly identify negative instances. The F1-score provides a balanced representation of precision and sensitivity to represent the model’s overall performance in binary classification tasks [24]. The metrics are presented in equations 1, 2, 3, 4, and 5, respectively:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)}
\]

\[
\text{Precision} = \frac{(TP)}{(TP + FP)}
\]

\[
\text{Sensitivity} = \frac{(TN)}{(TN + FN)}
\]

\[
\text{Specificity} = \frac{(TN)}{(TN + FN)}
\]

\[
F1\text{-Score} = 2 \times \frac{(\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}
\]

where TP = true positive, TN = true negative, FP = false positive, and FN = false negative. In this study, it is important to note that TP refers to individuals who were correctly identified as non-diabetic, and TN refers to individuals who were correctly identified as diabetic.

Additionally, we conducted a comparative analysis of our fine-tuned XGBoost model with six other popular machine learning algorithms, namely k-Nearest
Table 2. Hyperparameter and the explanation.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max depth</td>
<td>2 to 30</td>
<td>Maximum depth of each decision tree, influencing model complexity and its ability to capture intricate patterns.</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.01 to 0.5</td>
<td>Step size at each iteration during model training, impacting convergence speed and potential for overshooting solutions.</td>
</tr>
<tr>
<td>Minimum child weight</td>
<td>1 to 30</td>
<td>Minimum sum of instance weight required in a child node, affecting the partitioning of data points in the decision tree.</td>
</tr>
<tr>
<td>Subsample</td>
<td>0.5 to 1</td>
<td>Fraction of samples used for training each tree, influencing model variance and robustness.</td>
</tr>
<tr>
<td>Colsample by tree</td>
<td>0.5 to 1</td>
<td>Fraction of features used for training each tree, impacting the diversity of trees in the ensemble.</td>
</tr>
<tr>
<td>N estimators</td>
<td>50 to 500</td>
<td>Number of boosting rounds or trees in the ensemble, affecting model complexity and generalization.</td>
</tr>
<tr>
<td>Gamma</td>
<td>0 to 5</td>
<td>Minimum loss reduction required for further partitioning on a leaf node during tree building, impacting regularization.</td>
</tr>
</tbody>
</table>

Table 3. Model performance on the testing set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>F1-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>77.92</td>
<td>80.25</td>
<td>86.30</td>
<td>63.53</td>
<td>67.92</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>77.49</td>
<td>82.19</td>
<td>82.19</td>
<td>69.41</td>
<td>69.41</td>
</tr>
<tr>
<td>Random Forest</td>
<td>78.79</td>
<td>79.75</td>
<td>89.04</td>
<td>61.18</td>
<td>84.14</td>
</tr>
<tr>
<td>Naïve Bayesian</td>
<td>76.19</td>
<td>80.13</td>
<td>82.88</td>
<td>64.71</td>
<td>66.67</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>77.49</td>
<td>77.33</td>
<td>91.10</td>
<td>54.12</td>
<td>63.89</td>
</tr>
<tr>
<td>Multilayer Perceptron</td>
<td>76.19</td>
<td>75.14</td>
<td>93.15</td>
<td>47.06</td>
<td>59.26</td>
</tr>
<tr>
<td>XGBoost</td>
<td>82.68</td>
<td>84.42</td>
<td>89.04</td>
<td>71.76</td>
<td>86.67</td>
</tr>
</tbody>
</table>

Figure 2. Confusion matrix of XGBoost model on the testing set.

3. Results and Discussion

In this study, we trained a fine-tuned XGBoost model for diabetes detection. The training process involved hyperparameter tuning with randomized search, which was conducted for 100 iterations to explore different combinations of hyperparameters and optimize the performance. The model was also trained using 10-fold cross-validation. This technique involves dividing the dataset into 10 subsets, training the model nine times on different combinations of nine subsets, and evaluating its performance on the remaining subsets. This process was repeated 10 times, and the final performance metrics were obtained by averaging the results from the 10 iterations. It was done to ensure the model's robustness and generalizability by evaluating its ability to perform consistently on different subsets of the data. The selected hyperparameter values after conducting the tuning process were: max depth = 22, learning rate = 0.5, minimum child weight = 1.15, subsample = 1, colsample bytree = 0.5, N estimators = 100, and Gamma = 5. These hyperparameters were used to train the model. We used the testing set to evaluate the model's performance on the unseen data.

Table 3 provides a summary of the model performance on the testing set. Our fine-tuned XGBoost model achieved the highest accuracy of 82.68% among all tested models. It also exhibited the highest precision (84.42%) and specificity (71.76%) compared with other models, indicating its ability to correctly classify non-diabetic individuals. However, its sensitivity (89.04%) was slightly lower compared with the MLP model (93.15). It also showed that there is a significant difference between the values of sensitivity and specificity for all models. This discrepancy is likely due to the class imbalance in the dataset, which caused the models to be biased towards
the non-diabetic class, the majority class in this study. The confusion matrix, presented in Figure 2, illustrates the performance of the fine-tuned XGBoost model in the detection of diabetes. The matrix shows the classification results and gives a summary of the model's ability to differentiate between diabetic and non-diabetic cases. We can observe that the number of individuals correctly classified as non-diabetic was 130. Additionally, 16 individuals were incorrectly classified as non-diabetic while they were diabetic. On the other hand, the number of individuals correctly classified as diabetic is 61, while there were cases in which individuals were incorrectly classified as diabetic instead of non-diabetic and these individuals amounted to 24.

From these results, it is also important to note that for the context of our study, high specificity is essential because it ensures that diabetic individuals are less likely to be incorrectly classified as non-diabetic. This is crucial as misclassifying a diabetic person as non-diabetic could lead to the delay of necessary medical intervention and treatment. On the other hand, high sensitivity ensures that non-diabetic individuals are correctly identified, reducing the chances of false negatives. While our fine-tuned XGBoost model achieved lower sensitivity compared with the MLP model, it still achieved the highest F1-score, which reinforces the fact that our fine-tuned XGBoost model is indeed well-balanced for the task of diabetes detection. It performs well in minimizing non-diabetic individuals misclassified as diabetic and diabetic individuals misclassified as non-diabetic.

The Receiver Operating Characteristic (ROC) curve is presented in Figure 3. This figure visualizes the true positive rate (sensitivity) against the false positive rate at various threshold values to show the model's ability to
In this study, we proposed and fine-tuned an XGBoost model for diabetes detection using the Pima Indian Diabetes dataset. The results demonstrated that our model outperformed six other popular machine learning algorithms in terms of accuracy, precision, sensitivity, and F1-score. The model's excellent performance indicates its potential as a reliable tool for early diabetes detection and contributes valuable insights toward improved healthcare outcomes for individuals living with diabetes.

Despite its promising results, this study has some limitations that should be considered. First, this study uses the data imputation method used to address missing values in the dataset, which may introduce biases or inaccuracies. Second, the class imbalance in the dataset might have influenced the model's performance metrics to be biased toward the majority class. Lastly, it should be noted that diabetes is a complex and multifaceted condition influenced by various genetic, lifestyle, and environmental factors. Future studies should address these limitations, by introducing alternative imputation methods, employing class balancing methods, and conducting a comprehensive approach involving a combination of machine learning models, genetic analysis, and clinical expertise.
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