Leveraging Artificial Intelligence to Predict Student Performance: A Comparative Machine Learning Approach
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Abstract

This study explores the application of artificial intelligence (AI) and machine learning (ML) in predicting high school student performance during the transition to university. Recognizing the pivotal role of academic readiness, the study emphasizes the need for tailored interventions to enhance student success. Leveraging a dataset from Portuguese high schools, the research employs a comparative analysis of six ML algorithms—linear regression, decision tree, support vector regression, k-nearest neighbors, random forest, and XGBoost—to identify the most effective predictors. The dataset encompasses diverse attributes, including demographic details, social factors, and school-related features, providing a comprehensive view of student profiles. The predictive models are evaluated using R-squared, Root Mean Square Error, and Mean Absolute Error metrics. Results indicate that the Random Forest algorithm outperforms others, displaying high accuracy in predicting student performance. Visualization and residual analysis further reveal the model's strengths and potential areas for improvement, particularly for students with lower grades. The implications of this research extend to educational management systems, where the integration of ML models could enable real-time monitoring and proactive interventions. Despite promising outcomes, the study acknowledges limitations, suggesting the need for more diverse datasets and advanced ML techniques in future research. Ultimately, this work contributes to the evolving field of educational AI, offering practical insights for educators and institutions seeking to enhance student success through predictive analytics.
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1. Introduction

Education plays an important role in shaping the future of high school students, with academic performance serving as a critical indicator of their preparedness for the challenges that lie ahead [1, 2]. The academic journey from high school to university is a crucial transition period, and ensuring students are adequately prepared is essential for their success in higher education. In this context, predicting student performance becomes a key focus, as it enables educators and institutions to tailor interventions and support mechanisms to enhance the educational experience and outcomes for students entering university [3].

As high school students embark on their academic pursuits, the need to accurately predict their performance becomes imperative in guiding them towards a successful transition to university life [4]. Predictive models can assist in identifying areas of strength and weakness, enabling educators to offer targeted interventions that address specific academic needs. This not only enhances the overall learning experience for students but also ensures that they enter university with a solid foundation, better equipped to meet the academic challenges that await them [5].

Recent advancements in artificial intelligence (AI) and machine learning (ML) have revolutionized various domains [6–8], and education is no exception [9–11]. The application of AI and ML in predicting student performance has gained prominence, offering a data-driven approach to understanding and addressing academic challenges. These technologies allow for the analysis of vast amounts of data, including academic records, attendance patterns, and even social and emotional factors, providing a comprehensive view of a student's academic profile [12].

The benefits of leveraging machine learning and AI for predicting student performance are multifaceted [13, 14]. Beyond providing early intervention opportunities, these technologies enable educational institutions to allocate resources more efficiently, ensuring that support services are directed towards areas with the greatest need [15]. Moreover, the predictive analytics generated by ML algorithms offer valuable insights into the factors influencing student success, allowing for the development of targeted strategies to enhance overall educational outcomes [16].

This study seeks to address a specific research gap in the educational field: the need for a more accurate and efficient method to predict high school students' academic performance as they transition to university. The comparative analysis is crucial because it allows for a thorough evaluation of each algorithm's strengths and weaknesses in different aspects of educational data processing. This approach ensures that the chosen predictive model is not only robust but also tailored to meet the specific challenges and nuances of educational data, thereby providing educators and institutions with a more precise and effective tool for supporting students during this pivotal transition.

2. Materials and Methods

2.1. Dataset Description

The dataset originates from two Portuguese high schools, as documented in the study by Cortez and Silva, and is accessible through the University of California, Irvine (UCI) Machine Learning Repository [17, 18]. This comprehensive dataset incorporates a diverse range of attributes, including student grades, demographic information, social factors, and various school-related features from 395 students.

The data collection process involved the meticulous compilation of information through both school reports and questionnaires [19]. The inclusion of such a varied set of attributes enables a holistic examination of the factors influencing student performance, offering a solid foundation for our comparative analysis of machine learning algorithms in predicting academic success. The data specifically focuses on predicting mathematics performance as the target variable. The description of each feature in the dataset is presented in Table 1.

To process the categorical data types within this comprehensive dataset, we employ a label encoder. This step ensures that all the data is represented in a numeric format, aligning with the requirements of machine learning models. By transforming categorical variables into numerical equivalents, we enhance the model's capacity to extract meaningful patterns and relationships from the extensive set of attributes gathered during the data collection process.

2.2. Machine Learning Algorithms

To predict student performance, we selected six distinct machine learning models: linear regression, decision tree, support vector regression (SVR), k-nearest neighbors (KNN), random forest, and XGBoost, each chosen for their unique characteristics and proven effectiveness in various predictive modeling scenarios [20]. Linear regression offers a baseline for comparison due to its simplicity and interpretability. Decision trees and random forests are included for their ability to handle nonlinear relationships and feature interactions. SVR is chosen for its effectiveness in dealing with high-
Table 1. Dataset feature and description.

<table>
<thead>
<tr>
<th>No.</th>
<th>Feature</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>school</td>
<td>Categorical</td>
<td>Student's school</td>
</tr>
<tr>
<td>2</td>
<td>sex</td>
<td>Categorical</td>
<td>Student's sex</td>
</tr>
<tr>
<td>3</td>
<td>age</td>
<td>Numeric</td>
<td>Student's age</td>
</tr>
<tr>
<td>4</td>
<td>address</td>
<td>Categorical</td>
<td>Student's home address type</td>
</tr>
<tr>
<td>5</td>
<td>famsize</td>
<td>Categorical</td>
<td>Family size</td>
</tr>
<tr>
<td>6</td>
<td>Pstatus</td>
<td>Categorical</td>
<td>Parent's cohabitation status</td>
</tr>
<tr>
<td>7</td>
<td>Medu</td>
<td>Numerical</td>
<td>Mother's education</td>
</tr>
<tr>
<td>8</td>
<td>Fedu</td>
<td>Numerical</td>
<td>Father's education</td>
</tr>
<tr>
<td>9</td>
<td>Mjob</td>
<td>Categorical</td>
<td>Mother's job</td>
</tr>
<tr>
<td>10</td>
<td>Fjob</td>
<td>Categorical</td>
<td>Father's job</td>
</tr>
<tr>
<td>11</td>
<td>reason</td>
<td>Categorical</td>
<td>Reason to choose this school</td>
</tr>
<tr>
<td>12</td>
<td>guardian</td>
<td>Categorical</td>
<td>Student's guardian</td>
</tr>
<tr>
<td>13</td>
<td>traveltime</td>
<td>Numeric</td>
<td>Home to school travel time</td>
</tr>
<tr>
<td>14</td>
<td>studytime</td>
<td>Numeric</td>
<td>Weekly study time</td>
</tr>
<tr>
<td>15</td>
<td>failures</td>
<td>Numeric</td>
<td>Number of past class failures</td>
</tr>
<tr>
<td>16</td>
<td>schoolsup</td>
<td>Categorical</td>
<td>Extra educational support</td>
</tr>
<tr>
<td>17</td>
<td>famsup</td>
<td>Categorical</td>
<td>Family educational support</td>
</tr>
<tr>
<td>18</td>
<td>paid</td>
<td>Categorical</td>
<td>Extra paid classes within the course subject</td>
</tr>
<tr>
<td>19</td>
<td>activities</td>
<td>Categorical</td>
<td>Extra-curricular activities</td>
</tr>
<tr>
<td>20</td>
<td>nursery</td>
<td>Categorical</td>
<td>Attended nursery school</td>
</tr>
<tr>
<td>21</td>
<td>higher</td>
<td>Categorical</td>
<td>Wants to take higher education</td>
</tr>
<tr>
<td>22</td>
<td>internet</td>
<td>Categorical</td>
<td>Internet access at home</td>
</tr>
<tr>
<td>23</td>
<td>romantic</td>
<td>Categorical</td>
<td>With a romantic relationship</td>
</tr>
<tr>
<td>24</td>
<td>famrel</td>
<td>Numeric</td>
<td>Quality of family relationships</td>
</tr>
<tr>
<td>25</td>
<td>freetime</td>
<td>Numeric</td>
<td>Free time after school</td>
</tr>
<tr>
<td>26</td>
<td>goout</td>
<td>Numeric</td>
<td>Going out with friends</td>
</tr>
<tr>
<td>27</td>
<td>Dalc</td>
<td>Numeric</td>
<td>Workday alcohol consumption</td>
</tr>
<tr>
<td>28</td>
<td>Walc</td>
<td>Numeric</td>
<td>Weekend alcohol consumption</td>
</tr>
<tr>
<td>29</td>
<td>health</td>
<td>Numeric</td>
<td>Current health status</td>
</tr>
<tr>
<td>30</td>
<td>absences</td>
<td>Numeric</td>
<td>Number of school absences</td>
</tr>
<tr>
<td>31</td>
<td>G1</td>
<td>Numeric</td>
<td>First period grade</td>
</tr>
<tr>
<td>32</td>
<td>G2</td>
<td>Numeric</td>
<td>Second period grade</td>
</tr>
</tbody>
</table>

dimensional spaces. KNN is included for its simplicity and efficacy in classification tasks. Finally, XGBoost is selected for its advanced capabilities in handling various types of data and its reputation for delivering high performance in prediction tasks.

To ensure robust evaluations, the dataset was split into an 80% training set and a 20% testing set [21, 22]. This division allowed us to train each model on the majority of the data and subsequently evaluate their predictive performance on unseen data, effectively gauging their generalization capabilities. The training-to-testing set ratio was maintained consistently across all models, fostering a fair and comparative analysis of their effectiveness in predicting high school student performance.

2.3. Model Evaluation

The evaluation of machine learning model performance is centered around three key metrics: R-squared ($R^2$), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). Each of these metrics offers a different perspective on the model's ability to predict student performance accurately and is critical for understanding the strengths and limitations of the applied algorithms [23].

$R^2$ measures the proportion of variance in the dependent variable that is predictable from the independent variables. It is a statistical metric that provides insight into the goodness of fit of the model. An $R^2$ score of 1 indicates a perfect fit, meaning the model predictions match the actual data exactly. In the context of this study, a high $R^2$ value would suggest that the model can account for a large portion of the variation in student performance.

RMSE is a metric to measure the error of a model in predicting quantitative data. It represents the square root of the second sample moment of the differences between predicted values and observed values or the quadratic mean of these differences. The RMSE metric is particularly useful because it gives a relatively high weight to large errors. This means the RMSE should be more useful when large errors are particularly undesirable.
MAE is a measure of errors between paired observations expressing the same phenomenon. Comparisons between predictions and actual outcomes are often summarized using MAE. Unlike the RMSE, the MAE will not penalize large deviations as heavily as RMSE, making it more robust to outliers.

### 3. Results and Discussion

We successfully trained the machine learning model to predict the student performance, and the results of our machine learning models are presented in Table 2. The results demonstrate notable variations in the performance of the machine learning models across the evaluation metrics. Among the models, the Random Forest algorithm exhibited the highest performance, with an $R^2$ value of 0.91. This high $R^2$ score indicates a strong correlation between the predicted and actual student performance, suggesting that the model can explain a significant proportion of the variance in the data. Additionally, the Random Forest model achieved the lowest RMSE (1.44) and a relatively low MAE (0.92), highlighting its accuracy and precision in predicting student performance. The combination of these metrics suggests that the Random Forest model is particularly effective in capturing the complex relationships and patterns within the data, making it a robust tool for predicting student outcomes.

On the other hand, the SVR model showed the lowest performance among the evaluated models. With an $R^2$ of 0.83, it indicates a weaker correlation with the actual student performance compared to the other models. Furthermore, its higher RMSE (1.94) and MAE (1.22) values point to less accurate predictions. This could be due to the nature of the SVR algorithm, which might not be as effective in handling the specific characteristics and complexities of the dataset used in this study.

The results from the other models, such as Linear Regression, Decision Tree, and XGBoost, also provide valuable insights. Each of these models showed relatively high $R^2$ scores (0.88), suggesting their effectiveness in predicting student performance. However, variations in RMSE and MAE indicate differences in their accuracy and precision. For instance, the Decision Tree model had a notably lower MAE (0.86) compared to Linear Regression and XGBoost, which could make it a preferable option in scenarios where minimizing the absolute errors is crucial.

Conducting further analysis on the Random Forest model, which demonstrated superior performance in our study, we created a visualization to compare actual versus predicted student performance, as shown in Figure 1. The straight line represents the ideal scenario where the predicted grades exactly match the actual grades. Points that lie near this line are indicative of accurate predictions made by the Random Forest model. The distribution of points along the line of best fit demonstrates that, for the most part, the model's predictions are closely aligned with the actual performance of students, emphasizing its strong predictive capabilities.

The visualization reveals a high concentration of both training and testing set data points clustering near the line, which suggests that the Random Forest model has a consistent and reliable predictive performance across different subsets of the data. It's noteworthy that as we move towards the lower end of the grade spectrum, particularly at grade 0, there is a noticeable spread of points away from the line. This variance indicates that the model's predictions for students who received a grade of 0 are less accurate compared to other grades.

The deviation from the line at grade 0 might be attributed to various factors, such as imbalanced data concerning students with very low grades or the model's sensitivity to certain features that are not as prevalent or well-represented in these cases. This could suggest an area for improving the model, potentially by investigating the underlying features that lead to such outcomes or by incorporating more nuanced data that could help the model learn the patterns associated with these lower performance indicators more effectively.

Figure 2 presents the residual plot for the Random Forest model, which provides insights into the differences between the actual grades and the predicted grades by plotting the residuals on the y-axis against the actual grades on the x-axis. The residuals are calculated as the difference between the predicted values and the actual values, and ideally, they should be randomly distributed.
around the horizontal line at zero, which indicates no error.

We observe that for most of the data points, the residuals fall within a relatively tight range around the zero line, both for the training set (blue) and the testing set (red). This indicates that the Random Forest model generally makes accurate predictions with small errors for the majority of cases. However, there are several points with larger residuals, particularly in the lower grade range (0-5), which suggest that the model's predictions deviate more significantly from the actual grades in these instances. It’s notable that there aren’t any clear patterns of systematic error; the residuals are spread above and below the zero line, indicating variability in the model’s performance rather than a consistent bias.

Residuals are an important diagnostic tool because they help to reveal the presence of non-linear relationships that the model may not be capturing. The spread of residuals in the lower grade range could imply that the model is less adept at handling the underlying complexity within this segment of the data. This could potentially be addressed by exploring more complex models or feature engineering techniques that can better capture the nuances of lower-performing students’ data. The absence of a discernible pattern in the residuals for higher grades suggests that the model is well-calibrated for these data points, making reliable predictions for students who perform within this range.

The implications of this study are far-reaching for the educational sector. By employing machine learning models, particularly the Random Forest algorithm, educators and policymakers can more accurately predict student performance and proactively implement tailored support strategies. This predictive capability is invaluable for identifying students who may be at risk of underperforming and allocating resources efficiently to areas where they are needed most.

In practical terms, the findings of this study can be integrated into educational management systems to monitor student progress in real-time. Schools and
educational institutions could utilize these predictive models to flag potential declines in student performance before they result in failure or dropout. This would enable timely interventions, such as tutoring or counseling, to assist students in overcoming academic challenges. Additionally, the insights gleaned from the model’s predictions could inform curriculum development and teaching methodologies, leading to a more personalized learning environment.

Despite the promising results, this study is not without its limitations. The models were trained and validated on a dataset from two Portuguese high schools, which may not be representative of other educational contexts. Furthermore, the Random Forest model’s predictive accuracy was less reliable for students receiving the lowest grades, indicating a potential bias towards students performing at an average or above-average level. This limitation could be due to the models not fully capturing the complexity of factors affecting student performance, such as psychological, behavioral, or external socioeconomic influences.

Future research should aim to address these limitations by incorporating a more diverse dataset that includes a broader demographic and socio-economic range. Including additional variables that could impact student performance, such as behavioral data or more nuanced socio-economic factors, may enhance the model’s accuracy. Moreover, applying advanced machine learning techniques, such as deep learning or ensemble methods, could provide further improvements to the predictive models.

4. Conclusions

This study has demonstrated the potential of machine learning models to predict student performance effectively and underscores the importance of selecting the appropriate machine learning algorithm based on the specific requirements and characteristics of the dataset in educational settings. However, for these models to be practically applied in educational settings and to be truly transformative, future research will need to refine their predictive capabilities, ensure their applicability across diverse educational contexts, and explore their integration into real-time educational decision-making.
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