Machine Learning for Early Detection of Dropout Risks and Academic Excellence: A Stacked Classifier Approach
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Abstract

Education is important for societal advancement and individual empowerment, providing opportunities, developing essential skills, and breaking cycles of poverty. Nonetheless, the path to educational success is marred by challenges such as achieving academic excellence and preventing student dropouts. Early identification of students at risk of dropping out or those likely to excel academically can significantly enhance educational outcomes through tailored interventions. Traditional methods often fall short in precision and foresight for effective early detection. While previous studies have utilized machine learning to predict student performance, the potential for more sophisticated ensemble methods, such as stacked classifiers, remains largely untapped in educational contexts. This study develops a stacked classifier integrating the predictive strengths of LightGBM, Random Forest, and logistic regression. The model achieved an accuracy of 80.23%, with precision, recall, and F1-score of 79.09%, 80.23%, and 79.20%, respectively, surpassing the performance of the individual models tested. These results underscore the stacked classifier’s enhanced predictive capability and transformative potential in educational settings. By accurately identifying students at risk and those likely to achieve academic excellence early, educational institutions can better allocate resources and design targeted interventions. This approach optimizes educational outcomes and supports informed policymaking, fostering environments conducive to student success.
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1. Introduction

Education is a fundamental human right and a critical driver of personal, social, and economic development [1]. It empowers individuals with the knowledge, skills, and values necessary to lead fulfilling lives, contribute to their communities, and navigate the complexities of the modern world. Education enhances cognitive abilities and fosters creativity, critical thinking, and problem-solving skills [2, 3]. It opens doors to opportunities, promotes social mobility, and helps break the cycle of poverty. Moreover, education plays a vital role in shaping responsible citizens who can actively participate in democratic processes and contribute to the betterment of society [4]. Given its transformative power, ensuring access to quality education remains a top priority for governments, organizations, and communities worldwide [5].

However, the education system faces significant challenges in ensuring all students achieve academic excellence and successfully complete their educational journey [6]. Academic excellence refers to the highest level of academic achievement, characterized by outstanding performance, a deep understanding of the subject matter, and the ability to apply knowledge effectively [7, 8]. Students who excel academically often demonstrate strong motivation, disciplinary skills, and a passion for learning [9, 10]. They will likely pursue higher education, secure prestigious scholarships, and embark on successful careers.

On the other hand, dropout risks refer to the factors that increase the likelihood of students leaving school before completing their education [11]. Students at risk of dropping out may struggle with academic difficulties, lack engagement, face personal or family challenges, or experience social and emotional issues [12]. Dropping out of school can have severe consequences, limiting future educational and employment opportunities, increasing the risk of poverty, and negatively impacting mental health and well-being [13]. Therefore, identifying and addressing academic excellence and dropout risks is crucial for ensuring all students can reach their full potential and lead successful lives.

Early detection of academic excellence and dropout risks is important for timely student support. By identifying students who are likely to excel or struggle early on, educators can take proactive measures to nurture their talents or address their challenges [14]. Early detection allows personalized attention, targeted resources, and tailored learning experiences that cater to individual needs [15]. For high-achieving students, early identification can lead to opportunities for advanced coursework and enrichment programs. For students at risk of dropping out, early intervention can address underlying factors, such as academic struggles or personal challenges, and provide necessary support to keep them on track [16]. Educators can create a supportive learning environment that promotes student success by focusing on early identification and intervention.

In recent years, machine learning has emerged as a powerful tool for analyzing educational data and making predictions [17-19]. By training computer algorithms to learn patterns from data, machine learning can uncover insights that may not be apparent through traditional methods [20]. These algorithms can identify factors contributing to academic excellence or dropout risks, enabling educators to make data-driven decisions. Machine learning models can predict a student’s likelihood of success based on performance, engagement, and other variables, helping teachers provide targeted support and personalized learning plans. Similarly, machine learning can identify students at risk of dropping out by analyzing risk factors like attendance, grades, and socio-economic indicators. This allows educators to intervene early and offer support services. Machine learning's potential in education lies in optimizing learning outcomes, reducing achievement gaps, and ensuring every student has the opportunity to succeed.

Several studies have explored the application of machine learning in education, demonstrating its potential to enhance student outcomes and support success. Researchers have employed various algorithms and models to predict student performance [21, 22], identify at-risk students [23, 24], and personalize learning experiences [25]. However, despite this progress, there remains a research gap. Existing studies have mainly focused on individual algorithms, but to address the complexities in educational data more accurately, advanced methods like stacked classifiers are needed. These classifiers can integrate multiple algorithms' strengths and hold promise for early dropout risk detection and promoting academic excellence.

The primary aim of this study is to develop a machine learning-based approach for early detection of dropout risks and academic excellence with a stacked classifier. By leveraging a stacked classifier model, we seek to accurately identify students who are at risk of dropping out and those who are likely to excel academically. This research aims to provide educators with a powerful tool to support student success and inform targeted interventions. The findings of this study can contribute to the growing body of knowledge on machine learning.
applications in education and have practical implications for educational institutions and policymakers.

2. Materials and Methods

2.1. Dataset

The dataset used in this study was retrieved from the University of California, Irvine (UCI) machine learning repository [26, 27]. It encompasses information available during student enrollment, comprising academic path, demographics, and socio-economic factors. Before its utilization, the dataset underwent preprocessing to address anomalies, unexplainable outliers, and missing values, ensuring its quality and reliability for analysis. The dataset consists of 4424 instances and comprises 36 features, each representing a distinct student profile. Detailed information for each feature can be accessed through the data repository [27]. These features encompass various aspects of students' academic, demographic, and socio-economic backgrounds. The dataset was employed for a multiclass classification task, aiming to categorize students into one of three classes: dropout, enrolled, or graduate. A student is classified as a graduate if they obtained their degree within the expected timeframe, as enrolled if they took up to three extra years to get the degree, and as a dropout if they took more than three extra years or failed to attain the degree. There were 1421 instances of dropouts, 794 enrolled students, and 2209 graduates in the dataset.

Next, the dataset was split into 80% training and 20% testing sets. The training set was used for model training, wherein the model learns patterns and relationships from the data. Meanwhile, the testing set was reserved for evaluating the trained model’s performance on unseen data, providing an unbiased estimate of its generalization ability. This separation ensures the model’s performance can be accurately assessed and helps prevent overfitting the training data [28].

2.2. Stacked Classifier

In this study, we employed a stacked classifier approach to predict dropout risks and academic excellence. A stacked classifier is an ensemble learning method that combines the predictions of multiple base classifiers using a meta-classifier [29]. The goal is to leverage the strengths of different algorithms and create a more robust and accurate predictive model [30]. The diagram illustrating this approach is shown in Figure 1.

The stacked classifier model was implemented using Python, utilizing the versatile capabilities of the scikit-learn library [31]. This choice of programming language and library ensured flexibility and accessibility in model development and experimentation. To maintain simplicity and avoid unnecessary complexity, default hyperparameters were utilized for each constituent model within the stacked classifier [32]. This decision was made to establish a baseline performance and streamline the initial setup process. Additionally, adhering to default settings helped maintain transparency and reproducibility in the model’s construction.

We first selected two base classifiers to build our stacked classifier: LightGBM and Random Forest model. The rationale behind the choice of base classifiers lies in their respective strengths and suitability for the task at hand. LightGBM is a gradient-boosting framework that uses tree-based learning algorithms. It is known for its fast training speed and high efficiency, making it suitable for large-scale datasets [20]. Random Forest is an ensemble learning method that constructs multiple decision trees and combines their predictions. It is effective in handling high-dimensional data and reducing overfitting [33].

We trained each base classifier on the training dataset, allowing them to learn patterns and relationships from the data. After training, we used these classifiers to predict the same training data. The predictions from each base classifier and the true labels formed a new dataset. These predictions were then fed into the meta-classifier, which generated the final prediction. This stacked classifier approach allowed us to leverage the diverse perspectives of multiple algorithms and create a more accurate and reliable predictive model.

We employed a logistic regression model as the meta-classifier. The logistic regression model is a simple but powerful algorithm for classification tasks [34]. The meta-classifier was trained on the new dataset, learning how to...
combine the base classifiers' predictions optimally. By using the predictions of the base classifiers as input features, the meta-classifier could capture the strengths and weaknesses of each model and determine the best way to aggregate their outputs.

The stacked classifier offers several advantages over using a single classifier. Combining the predictions of multiple models can capture complex patterns and relationships in the data that individual classifiers may miss. Additionally, the meta-classifier can learn to assign weights to the base classifiers based on their performance, effectively leveraging their strengths and mitigating their weaknesses. This approach also reduces the risk of overfitting, as the meta-classifier learns to generalize well to new data.

2.3. Performance Evaluation

To evaluate the performance of our stacked classifier, we employed several widely used metrics: accuracy, precision, recall, and F1-score. These metrics comprehensively assess the model's predictive capabilities and help us understand its strengths and limitations [35]. To compute the evaluation metrics, we applied our trained stacked classifier to the testing dataset previously unseen by the model. We compared the predicted class labels with the true labels and calculated each class's accuracy, precision, recall, and F1 scores. Finally, we aggregated these metrics using a weighted average to provide an overall assessment of the model's performance on new data and to gauge its generalization ability.

Accuracy represents the proportion of correctly classified instances, providing an overall measure of model prediction performance. Precision measures the model's ability to correctly identify instances of a specific class, which is crucial in scenarios with high costs for false positives. Recall quantifies the model's ability to identify all instances of a specific class, which is important when false negatives carry significant consequences. The F1-score, the harmonic mean of precision and recall, offers a balanced performance measure, particularly useful in uneven class distributions where both metrics are vital, ensuring effective identification of positive instances while minimizing false positives.

We generated a confusion matrix to visualize the model's performance, providing a tabular summary of its predictions, including true positives, true negatives, false positives, and false negatives. This matrix helps identify errors and provides insights into strengths and weaknesses. Additionally, we compare our stacked classifier's performance with that of three individual models: Logistic Regression, Random Forest, and LightGBM. Evaluating these models alongside our stacked classifier offers insights into the effectiveness of ensemble learning versus individual algorithms.

3. Results and Discussion

The performance metrics for different machine learning models used in this study, including Logistic Regression, Random Forest, LightGBM, and a stacked classifier, are presented in Table 1. The evaluation criteria include Accuracy, Precision, Recall, and F1-Score, providing a comprehensive view of each model's ability to predict the target classes effectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightGBM</td>
<td>79.77</td>
<td>78.68</td>
<td>79.77</td>
<td>78.74</td>
</tr>
<tr>
<td>Random Forest</td>
<td>79.44</td>
<td>78.26</td>
<td>79.44</td>
<td>78.11</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>77.85</td>
<td>76.27</td>
<td>77.85</td>
<td>75.99</td>
</tr>
<tr>
<td>Stacked Classifier</td>
<td>80.23</td>
<td>79.09</td>
<td>80.23</td>
<td>79.20</td>
</tr>
</tbody>
</table>

The results show that the stacked classifier achieved the highest performance across all metrics. With an accuracy of 80.23%, it outperformed the other models' overall prediction capability. Its high precision (79.09%) indicates its ability to correctly identify instances of the positive class while minimizing false positives. This is crucial when false positives can lead to significant negative consequences. The stacked classifier's high recall (80.23%) reflects its effectiveness in identifying all instances of the target class, minimizing false negatives. Its balanced F1-Score of 79.20% emphasizes the model's ability to perform well across precision and recall, particularly important in cases where the positive class distribution is uneven.

LightGBM also delivered strong results, with accuracy close to the stacked classifier's, indicating its robust prediction power. The Random Forest model showed marginally lower metrics but remained competitive. While exhibiting lower metrics than the other models, Logistic Regression still showed reasonable performance in terms of precision and recall, which could be beneficial in simpler classification tasks.

Figure 2 illustrates the confusion matrices for the different models evaluated in this study. The stacked classifier emerges as the best performer among the...
Figure 2. Confusion matrix of the machine learning models, (a) LightGBM, (b) Random Forest, (c) Logistic Regression, (d) Stacked Classifier.

evaluated models. This model demonstrates superior predictive power across all target classes, particularly excelling in the "Graduate" class, where it correctly classified 414 instances. Its misclassification rates for the other classes are notably lower than those of the other models, indicating its ability to distinguish between different categories effectively.

The second-best model is LightGBM. Although it also performs well, it falls slightly behind the stacked classifier in accuracy. The model accurately classified 416 instances in the "Graduate" class and performed reasonably well in the other classes, but its misclassification rates were somewhat higher than those of the stacked Classifier.

On the other hand, the Logistic Regression model had the lowest performance among the evaluated models. Although it accurately classified many instances, it had higher misclassification rates, especially in differentiating between the "Dropout" and "Enrolled" categories. This model's performance demonstrates the limitations of simpler models compared to more advanced ensemble techniques like stacking.

This study underscores the significant potential of machine learning, particularly through stacked classifiers, in advancing educational management by enabling the early identification of students at risk of dropping out and recognizing those likely to excel academically. By outperforming individual models, the stacked classifier effectively demonstrates how ensemble learning can uncover intricate patterns in educational data, leading to more accurate predictions.

The classifier's superior precision and recall metrics make it especially effective in detecting students at risk of dropping out early, which is critical for timely intervention. This early detection capability allows schools to design targeted support programs, optimize resource allocation, and provide personalized interventions to reduce dropout rates and help students complete their education. Additionally, the model's ability to identify academically promising students enables educators to nurture their talents by providing tailored enrichment programs, advanced coursework, and scholarship opportunities that align with their needs. This fosters academic excellence and nurtures future leaders by offering suitable learning pathways for high-potential students.

For educational institutions, which often face resource constraints, the accurate predictions offered by machine learning models can facilitate more efficient resource allocation. By pinpointing which students are at risk or have the potential to excel, institutions can channel
support services to those needing them most, optimizing funding and staff time. Finally, the findings from this study provide policymakers with valuable insights into the effectiveness of machine learning in educational settings. With accurate predictive models, policymakers can design data-driven policies that address systemic issues contributing to dropout rates while promoting academic excellence. Such policies can encompass targeted intervention funding, improved access to advanced learning opportunities, and comprehensive support for at-risk students.

Despite the promising results, this study has several limitations that should be acknowledged. First, the dataset used is specific to one educational institution and might not reflect the diversity of educational environments and demographics. The machine learning model’s performance could vary significantly when applied to different educational systems with distinct characteristics. Moreover, the study focused on academic and socio-economic features available during enrollment, which might not capture dynamic changes throughout the student’s educational journey. This limitation means that predictions may not account for significant student circumstances shifts, potentially impacting the model’s accuracy over time.

Future studies could address these limitations by incorporating more diverse datasets representing various educational systems to test the model’s generalizability. Additionally, exploring methods to simplify the stacked classifier while maintaining predictive accuracy could help make it more accessible for school implementation. Efforts to improve interpretability are also necessary to ensure that educational practitioners can understand and act on the insights provided by the model.

4. Conclusions

The study presented a comprehensive analysis of machine learning for the early detection of dropout risks and academic excellence among students. By leveraging a stacked classifier model combining LightGBM, Random Forest, and logistic regression algorithms, this approach offers superior predictive accuracy compared to standalone classifiers. The model achieved an accuracy of 80.23%, with notable performance in precision, recall, and F1-score, making it a valuable tool for educational institutions aiming to support student success. The findings demonstrate the immense potential of machine learning in transforming educational practices. By accurately predicting student outcomes, schools can efficiently allocate resources to provide targeted interventions, ensuring that support reaches those who need it most. Furthermore, these predictive insights can inform policymakers to design data-driven strategies that address systemic challenges and promote academic excellence.
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