Optimizing University Admissions: A Machine Learning Perspective
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Abstract

The university admission process plays a pivotal role in shaping the future of aspiring students. However, traditional methods of admission decisions often fall short in capturing the holistic capabilities of individuals and may introduce bias. This study aims to improve the admission process by developing and evaluating machine learning approach to predict the likelihood of university admission. Using a dataset of previous applicants' information, advanced algorithms such as K-Nearest Neighbors, Random Forest, Support Vector Regression, and XGBoost are employed. These algorithms are applied, and their performance is compared to determine the best model to predict university admission. Among the models evaluated, the Random Forest algorithm emerged as the most reliable and effective in predicting admission outcomes. Through comprehensive analysis and evaluation, the Random Forest model demonstrated its superior performance, consistency, and dependability. The results show the importance of variables such as academic performance and provide insights into the accuracy and reliability of the model. This research has the potential to empower aspiring applicants and bring positive changes to the university admission process.

1. Introduction

University admission is a vital process that greatly impacts the future of aspiring students. With a limited number of spots available and a large pool of applicants, educational institutions face the difficult task of choosing the most suitable candidates. The selection process is crucial as it determines the opportunities and prospects that students will have, shaping their academic and professional paths [1, 2].

Traditionally, admission decisions have been based on standardized test scores, academic records, recommendation letters, and personal statements.
However, this approach often fails to capture the holistic nature of an individual's capabilities and potential. Moreover, the subjective nature of human judgment may introduce bias or inconsistencies in the decision-making process [3, 4].

In recent years, machine learning has emerged as a powerful tool to enhance decision-making processes in various domains, including education [5–9]. By leveraging large datasets and advanced algorithms, machine learning models can analyze complex patterns and make accurate predictions. In the context of university admission, a machine learning model that can predict an applicant's chances of admission based on a diverse set of attributes would be invaluable to students, institutions, and policymakers alike [10].

This study aims to design, evaluate, and compare machine learning models specifically tailored for predicting the chances of university admission. By incorporating a wide range of features such as academic performance, extracurricular activities, and personal attributes, the models aim to capture the multifaceted nature of an applicant's profile. Through rigorous experimentation and evaluation, this study seeks to provide insights into the accuracy, reliability, and potential of different models to revolutionize the university admission process. The performance of the machine learning models is compared, and the model with the best performance is selected for further analysis.

This study showcases the application of machine learning in university admission, demonstrating the development and comparison of models that accurately predict an individual's chance of admission. By analyzing relevant factors and utilizing advanced algorithms like K-Nearest Neighbors, Random Forest, Support Vector Regression, and XGBoost, these models provide valuable insights for aspiring applicants. Furthermore, the flexibility of our approach allows for easy adaptation to fit the data of other universities with potentially different criteria.

The rest of the paper is organized as follows: section 2 presents the dataset used and methodology employed in designing the prediction model. Section 3 presents the results and discussion of the findings. Finally, section 4 concludes the paper by summarizing the contributions, limitations, and future directions of this research.

2. Materials and Methods

2.1. Dataset

The dataset used in this study was originally created for predicting university admissions specifically for UCLA. It was obtained from [11], and comprises several variables that are considered important during the application process for master's programs at UCLA. These variables provide valuable insights into an applicant's profile and serve as input features for the machine learning model. The variables included in the dataset are presented in Table 1.

2.2. Machine Learning Algorithms

In this study, four different machine learning algorithms are employed to predict university admissions. These algorithms include K-Nearest Neighbors, Random Forest, Support Vector Regression, and XGBoost. These algorithms were selected based on their demonstrated high performance in previous studies and applications. The implementation of K-Nearest Neighbors, Random Forest, and Support Vector Regression utilizes the scikit-learn library version 1.2.2, while XGBoost employs the XGBoost library version 1.7.3. The models are trained using the default hyperparameters provided by the respective libraries for each algorithm. The performance of these models is compared to determine which one performs better in predicting admission outcomes.

K-Nearest Neighbors is a non-parametric algorithm that predicts based on the similarity of new instances to the k-nearest neighbors in the training dataset. It assigns the class label of the majority of the k neighbors to the new instance. In this regression context, it uses the average value of the k nearest neighbors [12].

Random Forest is an ensemble learning method that combines multiple decision trees. It creates a collection of decision trees by using a random subset of features and random sampling of the training data. The final prediction is made by aggregating the predictions of individual trees [13, 14].

Support Vector Regression is a regression algorithm that utilizes support vector machines to perform nonlinear regression. It identifies a hyperplane in a higher-dimensional space that maximizes the margin and maps the input data to a higher-dimensional feature space using a kernel function. Support Vector Regression aims to find a function that approximates the training data with a specified error tolerance [15–17].

XGBoost is an optimized gradient boosting algorithm that uses a combination of decision trees and boosting techniques. It iteratively builds decision trees to correct the errors of previous iterations, leading to more accurate predictions. XGBoost employs regularization techniques to control overfitting and handles missing values efficiently [18].
Table 1. Variables in the dataset.

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GRE Scores</td>
<td>Applicant’s scores in the Graduate Record Examination (GRE), which is a standardized test measuring verbal reasoning, quantitative reasoning, and analytical writing skills. The scores range from 0 to 340. The Test of English as a Foreign Language (TOEFL) scores indicate the applicant’s proficiency in the English language. It is a standardized test commonly required for non-native English speakers. The scores range from 0 to 120.</td>
</tr>
<tr>
<td>2</td>
<td>TOEFL Scores</td>
<td>The rating or reputation of the university where the applicant completed their undergraduate education. The rating is measured on a scale of 1 to 5, with 5 being the highest.</td>
</tr>
<tr>
<td>3</td>
<td>University Rating</td>
<td>The perceived strength of the applicant’s statement of purpose on a scale of 1 to 5, with 5 indicating the highest strength.</td>
</tr>
<tr>
<td>4</td>
<td>Statement of Purpose</td>
<td>The perceived strength of the applicant’s letter of recommendation on a scale of 1 to 5, with 5 indicating the highest strength.</td>
</tr>
<tr>
<td>5</td>
<td>Undergraduate GPA</td>
<td>The undergraduate Grade Point Average (GPA) of the applicant is an important indicator of their academic performance during their undergraduate studies. The GPA is measured on a scale of 0 to 10.</td>
</tr>
<tr>
<td>6</td>
<td>Research Experience</td>
<td>This binary parameter indicates whether the applicant has any prior research experience or not. A value of 1 represents the presence of research experience, while 0 indicates its absence.</td>
</tr>
<tr>
<td>7</td>
<td>Chance of Admit</td>
<td>The target variable for prediction, represents the chances of admit range from 0 to 1, with 1 indicating a higher probability of admission.</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics of the dataset

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>Min</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRE Score</td>
<td>316.81</td>
<td>11.47</td>
<td>290</td>
<td>308</td>
<td>317</td>
<td>325</td>
<td>340</td>
</tr>
<tr>
<td>TOEFL Score</td>
<td>107.41</td>
<td>6.07</td>
<td>92</td>
<td>103</td>
<td>107</td>
<td>112</td>
<td>120</td>
</tr>
<tr>
<td>University Rating</td>
<td>3.09</td>
<td>1.14</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>SOP</td>
<td>3.4</td>
<td>1.01</td>
<td>1</td>
<td>2.5</td>
<td>3.5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>LOR</td>
<td>3.45</td>
<td>0.9</td>
<td>1</td>
<td>3</td>
<td>3.5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>CGPA</td>
<td>8.6</td>
<td>0.6</td>
<td>6.8</td>
<td>8.17</td>
<td>8.61</td>
<td>9.06</td>
<td>9.92</td>
</tr>
<tr>
<td>Research</td>
<td>0.55</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Chance of Admit</td>
<td>0.72</td>
<td>0.14</td>
<td>0.34</td>
<td>0.64</td>
<td>0.73</td>
<td>0.83</td>
<td>0.97</td>
</tr>
</tbody>
</table>

2.3. Evaluation Metrics

The study evaluated the performance of each algorithm by considering R-squared \((R^2)\), root mean squared error (RMSE), and mean absolute error (MAE). \(R^2\) measures the proportion of the dependent variable’s variance explained by the independent variables, with higher values indicating a better fit. RMSE assesses the average magnitude of differences between predicted and actual values, where a lower value signifies better accuracy. Similarly, MAE measures the average absolute difference, with a lower value indicating improved accuracy. These metrics enable the comparison and selection of the most effective model based on goodness of fit and predictive accuracy. The equations to calculate \(R^2\), RMSE, and MAE presented in Equations 1, 2, and 3, respectively.

\[
R^2 = 1 - \frac{SSR}{SST} \quad (1)
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (predicted_i - actual_i)^2} \quad (2)
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |predicted_i - actual_i| \quad (3)
\]

where SSR denotes the sum of squared residuals, representing the sum of the squared differences between predicted and actual values, SST represents the total sum of squares, indicating the sum of the squared differences between the actual values and their mean, and \(n\) denotes the number of samples in the dataset.

3. Results and Discussions

3.1. Exploratory Data Analysis

In this study, we conducted exploratory data analysis (EDA) to gain insights into the dataset. Table 2 provides a summary of the statistical measures calculated for each variable in the dataset. These measures include the mean, standard deviation, minimum, first quartile (Q1), second quartile (Q2), third quartile (Q3), and maximum values for each variable.
Figures 2 shows the correlation matrix between different variables and the chance of admission. Correlation coefficients measure the strength and direction of the relationship between two variables. A correlation coefficient ranges from -1 to 1, where a value of 1 indicates a perfect positive correlation, 0 indicates no correlation, and -1 indicates a perfect negative correlation. It can be seen that among the variables, the highest correlation with the chance of admission is observed for CGPA, with a correlation coefficient of 0.87. This indicates a strong positive correlation between CGPA and the chance of admission. Applicants with higher CGPA scores tend to have a greater likelihood of being admitted. On the other hand, the lowest correlation is observed between Research and the chance of admission, with a correlation coefficient of 0.55. Although still showing a moderate positive correlation, this suggests that the influence of research experience on the chance of admission is relatively weaker compared to other variables in the dataset.

To further analyze the relationships between the variables and the chance of admission, in Figure 2, we present the scatterplot of each variable plotted against the chance of admission. These scatterplots visually illustrate the patterns and trends in the data, providing additional insights into the relationships between the variables. From this figure, we can observe that higher values of variables like GRE Score, TOEFL Score, University Rating, SOP, LOR, and CGPA tend to be associated with a greater chance of admission. We can
Table 3. Performance of each machine learning model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>RMSE</td>
</tr>
<tr>
<td>K-Nearest Neighbors</td>
<td>0.739</td>
<td>0.005</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.750</td>
<td>0.005</td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>0.665</td>
<td>0.006</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.690</td>
<td>0.006</td>
</tr>
</tbody>
</table>

see a clear upward trend in these variables, indicating a positive relationship with the chance of admission. However, when it comes to Research, the scatterplot shows a weaker connection. The points are not as consistently higher with increased research experience, suggesting that research may have a less significant impact on the chance of admission compared to the other variables. The scatterplot analysis reinforces the findings from the correlation matrix, highlighting the significance of these variables in determining the likelihood of admission.

3.2. Machine Learning Model

In this study, we conducted modeling to predict the chance of admission using four different machine learning algorithms: K-Nearest Neighbors, Support Vector Regression, Random Forest, and XGBoost. The purpose of this analysis was to explore the predictive capabilities of these models and assess their performance in estimating the likelihood of admission.

In Table 3, we present the performance of different machine learning models in predicting the chance of admission. The highest performance in terms of $R^2$, RMSE, and MAE on the testing set is achieved by the Random Forest model, with an $R^2$ of 0.816, RMSE of 0.005, and MAE of 0.050. This indicates that the Random Forest model captures a significant amount of the variance in the chance of admission and produces relatively accurate predictions with low error. On the other hand, the lowest performance in terms of $R^2$, RMSE, and MAE on the testing set is observed in the Support Vector Regression model, with an $R^2$ of 0.749, RMSE of 0.006, and MAE of 0.069. This suggests that the Support Vector Regression model explains a slightly smaller proportion of the variance in the chance of admission compared to the other models and exhibits slightly higher prediction errors.

The Random Forest model outperforms the other models in terms of predictive accuracy, likely due to its ensemble nature and ability to capture complex interactions among the variables. Random Forest combines multiple decision trees and leverages their collective predictions, resulting in robust predictions and reduced overfitting. Conversely, the lower performance of the Support Vector Regression model may be attributed to the inherent limitations of the algorithm in capturing nonlinear relationships between the predictors and the target variable, as well as sensitivity to parameter selection.

Given that the Random Forest model demonstrated the best performance in predicting the chance of admission, we further analyze its predictive capabilities by examining the feature importance. Feature importance measures the relative contribution of each feature in predicting the chance of admission. It can be seen that the most important feature in predicting the chance of admission is CGPA with an importance score of 0.80. This indicates that CGPA has the highest impact on determining the likelihood of admission, suggesting that academic performance plays a crucial role in the admission decision. The next important feature is GRE Score (0.12), followed by TOEFL Score (0.03), SOP (0.02), Research
Figure 4. (a) actual vs. predicted plot and (b) residual plot.

(0.01), and University Rating (0.01). These features also contribute to predicting the chance of admission but to a lesser extent compared to CGPA and GRE Score.

Furthermore, to gain deeper insights into the performance of the Random Forest model, we conducted additional analyses using two types of plots: the actual vs. predicted plot and the residual plot (Figure 4). It can be seen that the predicted chance of admit are in the same range as the actual chance of admit. However, it is important to note that there are instances where the predicted chance of admit deviate from the actual chance of admit. These deviations are reflected in the residuals, which represent the differences between the actual and predicted scores. By analyzing the residuals, it is possible to identify the extent and direction of these deviations. The presence of residuals indicates that the model is not perfectly accurate in its predictions. Some residuals may be positive, indicating that the model tends to overestimate the target variable, while negative residuals indicate underestimation.

We compared our machine learning model with a previous study conducted by AlGamdi et al. [19] that utilized logistic regression. The previous study reported an RMSE of 0.072, while our Random Forest model achieved a significantly lower RMSE of 0.005. This demonstrates the superior performance and predictive accuracy of the Random Forest model in the context of university admissions prediction.

4. Conclusions

This study highlights the use of machine learning models in predicting university admissions. By considering various attributes, the developed model accurately predicts an individual's admission chances. The findings emphasize the significance of variables such as academic performance, underlining their role in admission outcomes. Random Forest emerges as the most effective model with reliable predictions and minimal errors. It is important to note that this study's findings are based on the utilization of the UCLA dataset. However, the model can be modified to fit the data from different universities, as their admission criteria may vary. Future studies can focus on collecting larger datasets and exploring the application of deep learning techniques. Overall, this research contributes to empowering applicants by providing valuable insights for informed decision-making and improving the university admission process.
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